Sequential Convex Programming and Decomposition Approaches for Nonlinear Optimization

Quoc Tran Dinh

Dissertation presented in partial fulfillment of the requirements for the degree of Doctor in Engineering Science

November 2012
Sequential Convex Programming and Decomposition Approaches for Nonlinear Optimization

Quoc Tran Dinh

Jury:
Prof. Dr. Jean Berlamont, chair
Prof. Dr. Moritz Diehl, promotor
Prof. Dr. Johan Suykens
Prof. Dr. Jan Swevers
Prof. Dr. Joos Vandewalle
Prof. Dr. Stefan Vandewalle
Prof. Dr. Ion Necoara
(Automation and Systems Engineering Department, University Politehnica of Bucharest, Romania)
Prof. Dr. Yurii Nesterov
(CORE, Université Catholique de Louvain)

Dissertation presented in partial fulfillment of the requirements for the degree of Doctor in Engineering Science

November 2012
Abstract

This thesis is devoted to studying numerical solution methods for some classes of nonlinear optimization problems. These methods are motivated from the fact that many optimization problems in practice possess certain structures such as convexity, separability and sparsity. Moreover, solving a convex optimization problem is more efficient and reliable than a nonconvex one by using state-of-the-art of convex optimization algorithms. Exploiting such specific structures and convex optimization techniques can lead to more efficient and reliable solution methods than conventional approaches.

The content of the thesis is divided into two parts. Part I studies the sequential convex programming approach for solving nonconvex optimization problems, both parametric nonlinear programming and nonconvex semidefinite programming. A generic algorithmic framework which we call adjoint-based predictor-corrector sequential convex programming is proposed to treat parametric nonconvex optimization problems with general convex constraints. The algorithm is based on three ingredients, namely sequential convex programming, predictor-corrector path-following and adjoint-based optimization. The stability of tracking errors between approximation solutions and the true ones is proved. Without parameters, the algorithm coincides with the one, which we call the sequential convex programming (SCP) method for solving nonconvex optimization problems. As a special case of SCP, we develop a generalized inner convex approximation method and a generalized convex-concave decomposition algorithm for solving a class of nonconvex semidefinite programming problems. We also show applications of these algorithms in static state/output feedback controller design. Numerical results are benchmarked via several standard numerical examples.

Part II deals with decomposition approaches for separable optimization, both in the convex and nonconvex case. We develop several decomposition methods for solving separable convex optimization problems. The first class of algorithms is based on two main ingredients, namely smoothing via prox-functions and the excessive gap technique. The convergence of these algorithms is proved and the convergence rate is estimated. Extensions to strongly convex and inexact cases are also considered. The second class of algorithms makes use of smoothing techniques via self-concordant barrier functions and a path-following method. The algorithms developed in this part can be implemented in a parallel or distributed fashion. Several algorithmic variants are tested via numerical examples. We also show an application of these algorithms to the nonconvex case. This leads to a two-level decomposition algorithm for solving a class of separable nonconvex optimization problems.
**Keywords:** Sequential convex programming, decomposition method, path-following, generalized inner convex approximation, convex-concave decomposition, smoothing technique, parametric optimization, separable convex optimization, parallel and distributed algorithm.
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Chapter 1

Introduction

Many practical problems in science, engineering, finance and economics require the solution of an optimization problem \[ 11, 25, 56 \]. This problem can be obtained directly from a mathematical formulation of a practical problem or is resulting as an auxiliary problem from other solution methods. In some standard classes of convex optimization problems such as linear, quadratic and conic programming, theory and methods have been well-developed and numerous applications are well-studied. In contrast to this, solving a nonconvex optimization problem is still a big challenge. It was shown theoretically that the problem of finding a global solution of a general optimization problem is unsolvable in the sense of computational complexity theory [143]. Several attempts in theory and methodology have been made for more than sixty years and resulted in many areas of engineering and science [67, 70, 149]. However, solving efficiently a nonconvex optimization problem is still a crucial requirement in several applications nowadays [31, 143, 149].

1.1 Motivation and objectives

The motivation of the thesis comes from the observation that many optimization problems in practice possess certain structures such as convexity, sparsity and separability which can be exploited efficiently in numerical solution methods. These structures may originate naturally from the modeling stage of the problem or may appear later due to its simplification, reformulation or relaxation. In practice, the sparsity structure of problems is usually exploited either at a lower-level of a solution method such as at the linear algebra level or in low-
dimensional models. In this research, we focus on two specific structures of optimization problems, namely convexity and separability. Several examples have shown that exploiting properly the structures of problems lead to an efficient solution method, see e.g. [47, 200, 209, 211].

**Convexity.** Convexity plays a central role in optimization problems and solving a convex optimization problem is more efficient and reliable than a nonconvex one. If the convexity appears explicitly in the optimization problems such as in linear programming and quadratic programming, then it can be exploited efficiently in numerical solution methods, e.g., by interior point methods [147, 213] or first-order methods [143]. However, we often meet optimization problems which contain implicitly a convex structure. This convexity may arise as a natural source in the problem, by reformulating the original problem, by convexifying some components of the problem or by robustifying the original problem under uncertainty. Several methods based on exploiting implicitly convex structures have been developed recently and resulting in many applications, see e.g. [11, 12, 82, 103, 200, 209]. Unfortunately, many highly important practical problems are nonconvex. Nevertheless, they still possess convex substructures as we can see in the following examples.

**Example 1.1.1** ([51]) An approximate robust counterpart formulation of an optimization problem under uncertain parameters results in the following problem:

\[
\begin{aligned}
\min_{\bar{w}, u, D} & \quad f_0(\bar{w}, u) + \left\| D^T \frac{\partial f_0(\bar{w}, u)}{\partial \bar{w}} \right\|_2 \\
\text{s.t.} & \quad f_i(\bar{w}, u) + \left\| D^T \frac{\partial f_i(\bar{w}, u)}{\partial \bar{w}} \right\|_2 \leq 0, \quad i = 1, \ldots, n_f, \\
& \quad g(\bar{w}, u, \bar{\xi}) = 0, \\
& \quad \frac{\partial g(\bar{w}, u, \bar{\xi})}{\partial \bar{w}} D + \frac{\partial g(\bar{w}, u, \bar{\xi})}{\partial \bar{\xi}} = 0,
\end{aligned}
\]  

(1.1.1)

where \( f_i \) and \( g \) are smooth and \( \xi \in \Gamma := \{ \eta : \|\eta - \bar{\xi}\|_2 \leq 1 \} \) is the set of uncertainties. In fact, problem (1.1.1) is obtained by linearizing the robust counterpart problem of an optimization problem. Here, \( D \) is a sensitivity matrix which is defined as \( D := -\left( \frac{\partial g}{\partial \bar{w}}(\bar{w}, u, \bar{\xi}) \right)^{-1} \frac{\partial g}{\partial \bar{\xi}}(\bar{w}, u, \bar{\xi}) \). This matrix is also optimization variables of (1.1.1). Problem (1.1.1) is in general nonconvex but contains second order cone structures.

**Example 1.1.2.** The second example which we are interested in is an optimization problem with a bilinear matrix inequality (BMI) constraint. This problem originates from the problem of finding a static output feedback control law \( u = Fy \) to stabilize the linear time invariant system \( \dot{x} = Ax + Bu \) and \( y = Cx \). By employing Lyapunov’s theory, this problem leads to the following
formulation:

\[
\begin{align*}
\min_{\gamma,F,P} & \quad \gamma \\
\text{s.t.} & \quad P > 0, \ (A + BFC)^TP + P(A + BFC) + 2\gamma P < 0,
\end{align*}
\]

where \(A, B, C\) are given. This problem is indeed nonconvex and also known as an abscissa spectral problem [205]. However, if we either fix variables \(F\) and \(\gamma\) or variable \(P\) then the resulting problem becomes convex and is in fact a standard semidefinite program. More general, many other problems such as sparse linear static output feedback controller design, pseudo-spectral abscissa optimization, \(H_2\), \(H_\infty\) and mixed \(H_2/H_\infty\) control can be cast into optimization problems with BMI constraints [119, 191].

A natural idea to solve a nonconvex optimization problem is to approximate it by convex ones. Nevertheless, there are still several cornerstone questions that need to be tackled. For instance, how can we convexify the nonconvex parts? What is the relation between the convex approximation problem and the original one? In this research we focus on developing numerical solution methods for solving certain classes of nonconvex optimization problems.

In the framework of nonlinear model predictive control (NMPC) and moving horizon estimation (MHE) [21, 54, 69, 130, 159], the underlying optimal control problems usually depend on parameters such as initial states. Treating these problems by taking into account the parameter dependence are crucial for those applications. The theory related to parametric optimization has been intensively studied in several monographs such as [28, 67, 86, 113, 163]. A main feature of NMPC and MHE is the time limitation constraints, which any numerical optimization method must satisfy. One method which fits very well this requirement is the real-time iteration developed in [50, 53, 55]. The approach employs the fact that the solutions of the optimization problem at two successive parameter values are close to each other. This allows one to derive an approximate solution of the optimization problems by performing only one iteration of a Newton-type optimization algorithm. A similar approach based on continuation methods can be found in [150]. Motivated from these works, we study in this thesis a generalized framework of the real-time iteration scheme where we can handle both the inexactness of the derivative information and the generalized convexity of the constraints.

Without parameters, theory and methods for solving nonlinear optimization problems have been well developed and can be found in many numerical optimization monographs, e.g., [68, 70, 149]. Two conventional methods for solving nonparametric optimization problems are sequential quadratic programming (SQP) and interior point methods (IP). Roughly speaking, the SQP algorithms solve the nonlinear optimization problem by employing the
solutions of a sequence of quadratic programming subproblems, while, in one view, the nonlinear IP methods treat the problem via a sequence of linear equation systems obtained by linearizing the KKT system of the corresponding barrier problem. Both approaches require that all the nonlinear constraints of the original problem are linearized or approximately linearized. If the problem possesses a convex structure such as second order cone or semidefinite cone constraints, then these approaches do not adequately capture the specific structures of the problem.

Separability. In addition to convexity, separable structures are also important for developing numerical solution methods in optimization. The separability of optimization problems arises naturally in several applications such as optimization in networks, machine learning, multistage stochastic optimization and distributed model predictive control. It also results from other solution methods such as direct multiple shooting methods in optimal control. Let us give few examples to illustrate our motivation.

Example 1.1.3. The following example covers two well-studied problems in networks, namely resource allocation and network utility maximization problems:

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad \sum_{i=1}^{M} f_i(x_i), \\
\text{s.t.} & \quad \sum_{i=1}^{M} x_i \leq c, \\
& \quad 0 \leq x_i \leq a_i, \quad i = 1, \ldots, M,
\end{align*}
\]

where \( f_i : \mathbb{R}^{n_i} \to \mathbb{R} \) represents a utility or a cost function, \( a_i \) is the vector of capacities of each agent for \( i = 1, \ldots, M \) and \( c \) is the vector of total capacities. This problem is indeed separable and usually large-scale when the number \( M \) of agents or nodes in the network increases.

Example 1.1.4. The second example is an optimization problem arising in signal processing and machine learning, which is known as a sparse recovery formulation:

\[
\begin{align*}
\min_{x} & \quad \|x\|_p \\
\text{s.t.} & \quad Ax = y,
\end{align*}
\]

where \( A \in \mathbb{R}^{m \times n} \) and \( y \in \mathbb{R}^m \) are given recover linear operator and measurements, respectively, and \( p \in [0, 1] \), where \( \|x\|_p := (\sum_{i=1}^{n} |x_i|^p)^{1/p} \) if \( p > 0 \) and \( \|x\|_0 := \# \{i : x_i \neq 0\} \) the cardinality of \( x \) if \( p = 0 \). This problem is usually nonconvex and turns out to be convex if \( p = 1 \).

A common approach to tackle the separable structure in optimization is decomposition [17]. This approach decomposes the original optimization problem into several subproblems which can be solved in a parallel or distributed manner. If these problems possess a fixed sparsity structure, then they may efficiently be solved by optimization solvers, which make use of exploiting sparsity [19].
Here, we are more interested in the opposite case where the considered problem is not suitable for general-purpose solvers or possesses a dynamic structure where we can easily add or remove components without changing the whole implementation of the algorithm. We are particularly interested in the case when the subproblem formed by each component can be solved easily in a closed form. As the second major aim of the thesis, we develop several decomposition methods for solving separable optimization problems both in the convex and nonconvex cases which can be implemented in a parallel or distributed way. Note that separable convex optimization problems have extensively been studied in the literature, see e.g., [17, 45, 61, 137] both in general setting and particular applications. Nevertheless, the existing methods developed in this direction remains encountering several disadvantages such as slow convergence rate or limited in a specific class of problems. Our aim is to develop some numerical optimization methods for solving separable optimization problems which exploit the advantages of the existing methods and employing recent development in convex optimization [11, 31, 143].

1.2 Three main concepts

The methodology using in this thesis is based on several concepts and techniques. However, the following three concepts, namely convexity, path-following and decomposition are most important and have been used throughout the thesis. Let us briefly present them here.

Convexity

Convexity is not only a central concept in optimization but also in many other areas of applied mathematics. Thanks to convex analysis [162] the understanding of convex optimization is more thorough than of nonconvex one. It is also a powerful tool for studying nonconvex optimization as well as related problems such as optimal control and variational inequalities. Moreover, all the solutions of a convex problem are global. Several subclasses of convex problems with explicit structures such as conic programming and geometric programming can be solved efficiently by means of polynomial time algorithms such as interior point methods [11, 147, 164]. These problem classes become standard in optimization and there exist several off-the-shelf solvers for solving them. Besides, thanks to the development of disciplined convex programming [82, 125], several nonstandard convex optimization problems have been solved efficiently by reformulating into the standard ones. The disciplined convex programming approach is a methodology to construct convex optimization models by enforcing a set of
basic conventions on the models. This set of conventions allows one to analyze, manipulate and transform automatically a general convex optimization model into simplified forms that can be tackled by standard optimization solvers. Alternatively to the disciplined convex optimization approach, a structural optimization approach has also been well-studied [143]. By properly exploiting the structures of the problem, one can design better methods for solving convex programming problems.

Recently, many convex optimization problems arising from statistics, image and signal processing and machine learning have attracted a great interest [10, 31] and demand new approaches to solve them. Perhaps, one of the most active research directions is first order method, which essentially bases on gradient and fast gradient methods developed by Nesterov [138]. Several variants of the fast gradient method have been developed rendering an exponential increase both in theory and applications in this direction, see e.g. [10, 49, 135, 142, 146].

In the nonconvex case, convex optimization approaches are also main tools to design solution methods for solving nonconvex optimization problems. Several techniques have been used to exploit convex structure such as nonlinear transformation, relaxation, dualization and convexification [200, 209]. Despite many techniques have been proposed based on exploiting convexity of the problems, it is still worthwhile to develop more efficient and reliable algorithms for solving nonconvex problems by making use of state-of-the-art convex optimization methods.

**Path-following scheme**

Path-following method often referred to as a continuation method or homotopy method is a technique to treat problems depending on parameters, see e.g., [4] for a good review. A solution of those problems is usually represented as a mapping of the parameters and generates a trajectory or a path in the parameter space. Classical path-following methods for parametric optimization solve each optimization problem obtained at a given value of the parameter to generate an approximate solution at such a point and then update the parameters for the next step. Since solving the optimization problem until complete convergence is usually time consuming, these approaches are rather limited in real-time applications. Besides, in many applications, we do not require a highly accurate solution of the optimization problem at the intermediate values of the parameters. Therefore, we can solve this optimization problem up to a certain accuracy and then perform the next iteration. This idea was implemented in path-following interior-point methods which, at each value of the penalty parameter, only perform one Newton-type step of the whole optimization procedure and then
update the penalty parameter for the next iteration, see e.g. [80, 131, 143, 147, 213].

In the framework of nonlinear model predictive control, the idea of path-following methods has been proved to be efficient. This method was introduced by Diehl et al [50, 53] and is called real-time iteration. The real-time iteration scheme solves the underlying optimization problems at a given sampling time by performing only one iteration of an SQP-type or a Gauss-Newton-type procedure. This means that only one QP problem is solved at each sampling time. By employing the tools of sensitivity analysis, it was proved under standard assumptions that the solution of the QP problem provides a good approximation to the solution of the underlying optimization problems to maintain the stability of the tracking errors between approximate solutions and the true ones provided that the sampling time is sufficiently small. A similar approach was proposed in [150]. Further extensions can be found in [217].

**Decomposition**

Optimization problems possessing a fixed sparsity structure or with small and medium size can be solved by standard centralized optimization algorithms [19, 79]. If the problems are large-scale and possess a dynamic structure due to the variation of the topology or have a distributed data location, then decomposition approaches would be an appropriate choice. Roughly speaking, decomposition approaches divide the given optimization problem into several subproblems which can be solved more easily than the original one. However, this approach only works if the given problem possesses certain structures such as separability. Several decomposition methods have been proposed to solve large-scale convex optimization problems such as Dantzig-Wolfe decomposition, Benders’ decomposition and Fenchel’s dual decomposition [45, 76, 90, 219] to just name a few. If the problem is separable and convex then classical Lagrangian dual decomposition can be used. The main assumption in this approach is that strong duality holds. Unfortunately, this requirement is not fulfilled in the nonconvex case. Several attempts have been proposed to solve a nonconvex problem by applying augmented Lagrangian techniques, Jacobi and Gauss-Seidel iteration schemes [17, 165]. The approach in this thesis is to combine Lagrangian dual decomposition, smoothing techniques and a path-following method to design competitive algorithms for solving separable optimization problems.
1.3 Contributions of the thesis and overview

This thesis will focus on developing numerical optimization methods for some classes of nonlinear optimization problems, namely parametric nonconvex optimization, nonconvex semidefinite programming and separable convex and nonconvex optimization problems. These classes of problems cover many practical problems in different fields and subfields of engineering and science such as nonlinear model predictive control, robust optimization, robust control, optimization in networks, image and signal processing, machine learning, multistage stochastic optimization and distributed model predictive control. The thesis is divided into two parts, namely Sequential Convex Programming (SCP) and Decomposition in Separable Optimization.

Sequential convex programming

The aim of Part I is to develop local optimization methods for solving some classes of nonconvex programming problems based on exploiting the convexity of the problems. The contribution of this part is presented in four chapters that cover the following two areas:

Adjoint-based predictor-corrector sequential convex programming. We develop a local optimization method called adjoint-based predictor-corrector sequential convex programming (APCSCP) for parametric nonconvex optimization in Chapter 2. The algorithm is a combination of three ingredients consisting of sequential convex programming (SCP), predictor-corrector path-following and adjoint based optimization techniques. In other words, it solves a sequence of nonconvex optimization problems by performing only one iteration of the whole optimization procedure, namely sequential convex programming (SCP) for each problem and makes use of inexact Jacobian information of the nonlinear equality constraints. The stability of the tracking errors between the approximate KKT points generated by the algorithm and the true KKT points of the problem is proved under standard assumptions including strong regularity [161]. This algorithm is suitable for nonlinear model predictive control applications. If the parameter is absent, then the algorithm coincides with a local optimization method for solving nonlinear nonconvex programming problems which we call sequential convex programming (SCP) [189]. We show that the local convergence of this algorithm is linear. Both algorithms are tested through two numerical examples in Chapter 3. The first example is an NMPC problem of a hydro power plant with 259 states and 10 controls, while the second example is a time optimal trajectory planning problem of a car motion. The results presented
in Chapters 2 and 3 have been published in the journal paper [196] and few conference papers and book chapters [134, 188, 189, 198, 199].

**Generalized inner convex approximation algorithms.** We study a *generalized inner convex approximation method* for solving a class of nonconvex semidefinite programming problems in Chapter 4. As a variant of this method, a new algorithm called *generalized convex-concave decomposition* is obtained. The idea is to decompose a nonconvex matrix mapping in semidefinite constraints as the sum of a convex matrix-valued mapping and a concave matrix-valued mapping. Then the concave part is linearized to obtain a convex programming problem. An iterative method is derived to solve the given problem by exploiting standard semidefinite programming techniques. The convergence of these algorithms is proved. Applications of both algorithms to static state/output feedback controller design are shown in Chapter 5. We show that these algorithms can be applied to solve many optimization problems arising in static state/output feedback controller design including spectral abscissa, $H_2$-control, $H_\infty$-control and mixed $H_2/H_\infty$-control problems. Some heuristic procedures are also provided to compute the starting point for the algorithms. Numerical results and comparisons are made by using the data from the COMPLib library [120]. The results presented in Chapters 4 and 5 have been published in the journal paper [191] and the conference paper [192].

**Decomposition in separable optimization**

The aim of Part II is to develop efficient numerical algorithms for solving separable optimization problems based on decomposition techniques. First, we focus our study on separable convex optimization problems and dual decomposition methods for solving them. Then we extend the results to separable nonconvex optimization problems as a special case of the SCP approach. The contribution of this part consists of five chapters that cover the following areas:

**Smoothing via proximity functions and first order decomposition methods.** After reviewing some related existing decomposition methods in convex and nonconvex optimization problems, we briefly recall the classical Lagrangian dual decomposition method and some concepts related to parallel and distributed algorithms and performance profiles in Chapter 6. In Chapter 7, we first present the smoothing technique based on proximity functions in [146] and the excessive gap technique introduced in [141] in the framework of dual decomposition. Then, we propose two new decomposition algorithms for solving separable
convex optimization problems. These algorithms can be classified as the first-order methods using the optimal scheme in the sense of Nesterov [143]. Two different variants of these algorithms are considered and their convergence rate is established. As a special case, the second algorithm is specialized to the strongly convex case, where we obtain a new variant with $O(1/k^2)$ convergence rate, where $k$ is the iteration counter. Extensions to the inexact case are also investigated, where we allow one to solve the primal subproblems formed from each component of the problem inexactly. Theoretical comparison is made and numerical tests are implemented to verify the performance of the algorithms and to compare them. The results obtained in Chapter 7 have contributed the main content to the two journal papers [193, 197].

Smoothing via barrier functions and path-following decomposition methods. In Chapter 8, we first present a smoothing technique based on self-concordant barrier functions. In addition to the related existing results in the literature, we provide some new bounds between the smoothed dual functions and the original dual function. Then, we propose a path-following gradient decomposition method and a fast gradient decomposition method for solving separable convex optimization problems. The convergence of these algorithms is analyzed and the local convergence rate is estimated. Numerical examples are also implemented to verify the theoretical development. The results presented in Chapter 8 have contributed the main content to the journal paper [194].

In Chapter 9, we present an inexact-perturbed path-following decomposition algorithm. In this algorithm, the primal convex subproblems formed from each component of the problem are assumed to be solved inexactly. This leads to an inexactness in the gradient vectors and the Hessian matrices of the smoothed dual function. An inexact-perturbed path-following method is proposed to solve the smoothed dual problem. Under appropriate choices of the accuracy levels, we prove that the analytical worst-complexity of the method remains the same as in the exact case scaled by a constant. We also show that the exact path-following decomposition methods studied in [114, 132, 134, 172, 218] are special cases of this algorithm. The algorithms developed in this chapter are also verified via numerical examples. The results presented in Chapter 9 have been published in the journal paper [195].

Application to separable nonconvex optimization. In Chapter 10, we present an application of the previous approaches to solve separable nonconvex optimization problems. The idea is to combine the SCP approach in Part I and the decomposition method in separable convex optimization problems to obtain a two-level optimization algorithm for solving separable nonconvex
optimization problems. More precisely, in the first level, we exploit the idea in [142, 144, 190] to build a new variant of the SCP algorithm proposed in Chapter 2 for solving the given nonconvex problem. Then, in the second level, the subproblems in this SCP variant are strongly convex and can be solved by applying the decomposition framework studied in the previous chapters. Numerical tests are also implemented to verify the proposed algorithm.

The interdependence of the chapters in this thesis is shown in Figure 1.1.
Part I

Sequential Convex Programming
Chapter 2

Predictor-corrector sequential convex programming

2.1 Problem statement and contribution

We are interested in developing an optimization method for calculating the approximate solutions of a sequence of nonlinear optimization problem instances of the following parametric nonconvex optimization problem:

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad f(x) \\
\text{s.t.} & \quad g(x) + M\xi = 0, \\
& \quad x \in \Omega,
\end{align*}
\]

where \( f : \mathbb{R}^n \to \mathbb{R} \) is convex, \( g : \mathbb{R}^n \to \mathbb{R}^m \) is nonlinear, \( \Omega \subseteq \mathbb{R}^n \) is a nonempty, closed convex set, and the parameter \( \xi \) belongs to a given subset \( \mathcal{P} \subseteq \mathbb{R}^p \). Matrix \( M \in \mathbb{R}^{m \times p} \) plays the role of embedding the parameter \( \xi \) into the equality constraints in a linear way. Throughout this chapter, \( f \) and \( g \) are assumed to be differentiable on their domain.

The problem formulation \( \mathcal{P}(\xi) \) covers many (parametric) nonlinear programming problems in practice such as standard nonlinear programs, nonlinear second order cone programs, and nonlinear semidefinite programs [111, 149, 180]. Moreover, the theory and methods for parametric optimization have been extensively studied in many research papers and monographs, see, e.g. [29, 75, 161, 163].

This chapter deals with the efficient calculation of approximate solutions to a sequence of problems of the form \( \mathcal{P}(\xi) \), where the parameter \( \xi \) is slowly varying.
In other words, for a sequence \( \{\xi_k\}_{k \geq 0} \) such that \( \|\xi_{k+1} - \xi_k\| \) is small, we want to solve the problems \( P(\xi_k) \) in an efficient way without requiring more accuracy than needed in the result.

In practice, sequences of problems of the form \( P(\xi) \) arise in the framework of real-time optimization, moving horizon estimation, online data assimilation as well as in nonlinear model predictive control (NMPC). A practical obstacle in these applications is the time limitation imposed on solving the underlying optimization problem for each value of the parameter. Instead of solving completely a nonlinear program at each sample time [20, 21, 26, 97], several online algorithms approximately solve the underlying nonlinear optimization problem by performing only one iteration of exact Newton, sequential quadratic programming (SQP), Gauss-Newton or interior point methods [53, 150, 217]. In [53, 150] the authors only considered the algorithms in the framework of SQP methods. This approach has been proved to be efficient in practice and is widely used in many applications [50]. Recently, Zavala and Anitescu [217] proposed an inexact Newton-type method for solving online optimization problems based on the framework of generalized equations [29, 161].

Other related work considers practical problems which possess general convexity structure such as second order cone and semidefinite cone constraints, nonsmooth convexity [66, 180]. In these applications, standard optimization methods may not perform satisfactorily. Many algorithms for nonlinear second order cone and nonlinear semidefinite programming have recently been proposed and found many applications in robust optimal control, experimental design, and topology optimization, see, e.g. [8, 66, 73, 112, 180]. These approaches can be considered as generalizations of the SQP method. Although solving semidefinite programming problems is in general time consuming due to matrix operations, in some practical applications, the problems may possess a few expensive constraints such as second order cone or semidefinite cone constraints. In this case handling these constraints directly in the algorithm may be more efficient than transforming them into scalar constraints.

**Contribution of Chapter 2.** The contribution of this chapter is as follows:

a) We start this chapter by proposing a generic framework called the *adjoint-based predictor-corrector sequential convex programming* (APCSCP) method for solving parametric optimization problems of the form \( P(\xi) \). The algorithm is specially suited for solving nonlinear model predictive control problems where the evaluations of the derivatives are time consuming. For example, it can show advantages with respect to standard techniques when applied to problems in which the number of state variables in the dynamic system is much larger than the number of control variables.
b) We prove the stability of the tracking error between the approximate solutions and the true ones for this algorithm (Theorem 2.4.2).

c) In the second part of this chapter the theory is specialized to the non-parametric case where a single optimization problem is solved. The local convergence of this variant is also obtained.

The APCSCP method developed in this chapter can be considered as a combination of three techniques, namely sequential convex programming, predictor-corrector path-following and adjoint-based optimization. SCP allows the algorithm to handle general convex constraints while the adjoint-based methods reduce significantly the computational time for evaluating the derivatives of the constraint functionals.

Outline of Chapter 2. The outline of this chapter is as follows. In Section 2.2 we briefly describe three ingredients that we use to develop the algorithms. Section 2.3 presents a generic framework of the *adjoint-based predictor-corrector SCP algorithm* (APCSCP). Section 2.4 proves the local contraction estimate for APCSCP and the stability of the approximation errors. Section 2.5 considers an *adjoint-based SCP algorithm* for solving nonlinear programming problems as a special case.

### 2.2 Three ingredients of the algorithm

APCSCP is based on three main ideas: sequential convex programming, predictor-corrector path-following and adjoint-based optimization. We briefly explain these methods in the following.

**Sequential convex programming**

The sequential convex programming (SCP) method is a local nonconvex optimization technique. SCP solves a sequence of convex approximations of the original problem by convexifying only the nonconvex parts and preserving the structures that can efficiently be exploited by convex optimization techniques [31, 129, 143]. Note that this method is different from SQP methods where quadratic programs are used as approximations of the problem. The SCP approach is useful when the problem possesses general convex structures such as conic constraints, a cost function depending on matrix variables or convex constraints resulting from a low level problem in multi-level settings [8, 51, 180]. Due to
the complexity of these structures, standard optimization techniques such as SQP and Gauss-Newton-type methods may not be convenient to apply. In the context of nonlinear conic programming, SCP approaches have been proposed under the names sequential semidefinite programming (SSDP) or SQP-type methods [44, 66, 73, 111, 112, 180]. It has been shown in [57] that the superlinear convergence is lost if the linear semidefinite programming subproblems in the SSDP algorithm are convexified. In [124] the authors considered a nonlinear program in the framework of a composite minimization problem, where the inner function is linearized to obtain a convex subproblem which is made strongly convex by adding a quadratic proximal term.

In this chapter, following the work in [66, 72, 134, 189, 197], we apply the SCP approach to solve problem $P(\xi)$. The nonconvex constraint $g(x) + M\xi = 0$ is linearized at each iteration to obtain a convex approximation. The resulting subproblems can be solved by exploiting convex optimization techniques.

We would like to note that the term “sequential convex programming” was also often used in structural optimization but with a different view, see, e.g. [71, 221]. The cited papers are related to the method of moving asymptotes introduced by Svanberg [183].

**Predictor-corrector path-following method**

In order to illustrate the idea of the predictor-corrector path-following method [48, 217] and to distinguish it from the other “predictor-corrector” concepts, e.g. the well-known predictor-corrector interior point method proposed by Mehrotra in [131], we summarize the concept of “predictor-corrector path-following methods” in the case $\Omega \equiv \mathbb{R}^n$ as follows.

The KKT system of problem $P(\xi)$ can be written as $F(z; \xi) = 0$, where $z = (x, y)$ is its primal-dual variable. The solution $z^*(\xi)$ that satisfies the KKT condition for a given $\xi$ is in general a smooth map. By applying the implicit function theorem, the derivative of $z^*(\cdot)$ is expressed as:

$$
\frac{\partial z^*}{\partial \xi}(\xi) = - \left[ \frac{\partial F}{\partial z}(z^*(\xi); \xi) \right]^{-1} \frac{\partial F}{\partial \xi}(z^*(\xi); \xi).
$$

In the parametric optimization context, we might have solved a problem at the parameter value $\bar{\xi}$ with the solution $\bar{z} = z^*(\bar{\xi})$ and want to solve the next problem for a new parameter value $\hat{\xi}$. The tangential predictor $\hat{z}$ for this new solution $z^*(\hat{\xi})$ is given by:

$$
\hat{z} = z^*(\hat{\xi}) + \frac{\partial z^*}{\partial \xi}(\hat{\xi})(\hat{\xi} - \bar{\xi}) = z^*(\bar{\xi}) - \left[ \frac{\partial F}{\partial z}(z^*(\bar{\xi}); \bar{\xi}) \right]^{-1} \frac{\partial F}{\partial \xi}(z^*(\bar{\xi}); \bar{\xi})(\hat{\xi} - \bar{\xi}).
$$
Note the similarity with one step of a Newton method. In fact, a combination of the tangential predictor and the corrector due to a Newton method proves to be useful in the case that $\bar{z}$ was not the exact solution of $F(z; \bar{\xi}) = 0$, but only an approximation. In this case, linearization at $(\bar{z}, \bar{\xi})$ yields a formula that one step of a predictor-corrector path-following method needs to satisfy:

$$F(\bar{z}; \bar{\xi}) + \frac{\partial F}{\partial \xi}(\bar{z}; \bar{\xi})(\hat{\xi} - \bar{\xi}) + \frac{\partial F}{\partial z}(\bar{z}; \bar{\xi})(\hat{z} - \bar{z}) = 0. \quad (2.2.1)$$

Written explicitly, it delivers the solution guess $\hat{z}$ for the next value $\hat{\xi}$ as:

$$\hat{z} = \bar{z} - \left[ \frac{\partial F}{\partial z}(\bar{z}; \bar{\xi}) \right]^{-1} \frac{\partial F}{\partial \xi}(\bar{z}; \bar{\xi})(\hat{\xi} - \bar{\xi}) - \left[ \frac{\partial F}{\partial z}(\bar{z}; \bar{\xi}) \right]^{-1} F(\bar{z}; \bar{\xi}). \quad (2.2.2)$$

Note that when the parameter enters linearly into $F$, we can write:

$$\frac{\partial F}{\partial \xi}(\bar{z}; \bar{\xi})(\hat{\xi} - \bar{\xi}) = F(\hat{z}; \hat{\xi}) - F(\bar{z}; \bar{\xi}) \quad \text{and} \quad \frac{\partial F}{\partial z}(\bar{z}; \bar{\xi}) = \frac{\partial F}{\partial z}(\bar{z}).$$

Thus, equation (2.2.1) reduces to:

$$F(\bar{z}; \hat{\xi}) + \frac{\partial F}{\partial z}(\bar{z})(\hat{z} - \bar{z}) = 0. \quad (2.2.3)$$

It follows that the predictor-corrector step can be easily obtained by just applying one standard Newton step to the new problem $P(\hat{\xi})$ initialized at the past solution guess $\bar{z}$, if we employ the parameter embedding in the problem formulation [50].

Based on the above analysis, the predictor-corrector path-following method only performs the first iteration of the exact Newton method for each new problem. In this chapter, by applying the generalized equation framework [161, 163], we generalize this idea to the case where more general convex constraints are considered. When the parameter does not enter linearly into the problem, we can always reformulate this problem as $P(\xi)$ by using intermediate variables. In this case, the derivatives with respect to these intermediate variables contain the information of the predictor term. Finally, we notice that the real-time iteration scheme proposed in [53] can be considered as a variant of the above predictor-corrector method in the SQP context.

**Adjoint-based optimization method**

From a practical point of view, most of the time spent on solving optimization problems resulting from simulation-based methods is needed to evaluate
the functions and their derivatives [27]. Adjoint-based methods rely on the observation that it is not necessary to use exact Jacobian matrices of the constraints. Moreover, in some applications, the time needed to evaluate all the derivatives of the functions exceeds the time available to compute the solution of the lower level convex optimization problems. The adjoint-based Newton-type methods in [58, 85, 168] can work with an inexact Jacobian matrix and only require an exact evaluation of the Lagrange gradient using adjoint derivatives to form the approximate optimization subproblems in the algorithm. This technique still allows the algorithm to converge to the exact solutions but can save valuable time in the online implementation of the algorithm.

A tutorial example

The idea of the APCSCP method is illustrated in the following simple example.

Example 2.2.1. (Tutorial example) Let us consider a simple nonconvex parametric optimization problem:

\[
\begin{align*}
\min_{x \in \mathbb{R}^2} & \quad -x_1 \\
\text{s.t.} & \quad x_1^2 + 2x_2 + 2 - 4\xi = 0, \\
& \quad x_1^2 - x_2^2 + 1 \leq 0, \quad x \geq 0,
\end{align*}
\]

(2.2.4)

where \(\xi \in \mathcal{P} := \{\xi \in \mathbb{R} : \xi \geq 1.2\}\) is a parameter. After a few calculations, we can show that \(x^*_\xi = (2\sqrt{\xi} - \sqrt{\xi}, 2\sqrt{\xi} - 1)^T\) is a stationary point of problem (2.2.4) which is also the unique global optimum. It is clear that problem (2.2.4) satisfies the strong second order sufficient condition (SSOSC) at \(x^*_\xi\).

Note that the constraint \(x_1^2 - x_2^2 + 1 \leq 0\) can be rewritten as a second order cone constraint \(\| (x_1, 1)^T \|_2 \leq x_2 \) under the condition \(x_2 \geq 0\). Let us define \(g(x) := x_1^2 + 2x_2 + 2, \quad M := -4\) and \(\Omega := \{x \in \mathbb{R}^2 | \| (x_1, 1)^T \|_2 \leq x_2, \ x \geq 0\}\). Then, problem (2.2.4) can be cast into the form of \(P(\xi)\). The aim is to approximately solve problem (2.2.4) at each given value \(\xi_k\) of the parameter \(\xi\). Instead of solving the nonlinear optimization problem at each \(\xi_k\) until complete convergence, APCSCP only performs the first step of the SCP algorithm to obtain an approximate solution \(x^k\) at \(\xi_k\). Notice that the convex subproblem needed to be solved at each \(\xi_k\) in the APCSCP method is:

\[
\begin{align*}
\min_{x} & \quad -x_1 \\
\text{s.t.} & \quad 2x^k_1x_1 + 2x_2 - (x^k_1)^2 + 2 - 4\xi = 0, \\
& \quad \| (x_1, 1)^T \|_2 \leq x_2, \quad x \geq 0.
\end{align*}
\]

(2.2.5)

We compare this method with other known real-time iteration algorithms. The first one is the real-time iteration with an exact SQP method and the second
algorithm is the real-time iteration with an SQP method using a projected Hessian [53, 107]. In the second algorithm, the Hessian matrix of the Lagrange function is projected onto the cone of symmetric positive semidefinite matrices to obtain a convex quadratic programming subproblem.

Figures 2.1 and 2.2 illustrate the performance of three methods when $\xi_k = 1.2 + k\Delta\xi_k$ for $k = 0, \ldots, 9$ and $\Delta\xi_k = 0.25$. Figure 2.1 presents the approximate solution trajectories given by three methods, while Figure 2.2 shows the tracking errors and the cone constraint violations of those methods. The initial point $x^0$ of three methods is chosen at the true solution of $P(\xi_0)$. We can see that the performance of the exact SQP and the SQP using projected Hessian is quite similar. In particular, the second order cone constraint $\|(x_1, 1)^T\|_2 \leq x_2$ is violated in both methods. The SCP method preserves the feasibility and follows better the exact solution trajectory. Note that the subproblem in the exact SQP method is a nonconvex quadratic program, while it is a convex quadratic program in the projected SQP case and is a second order cone constrained program (2.2.5) in the SCP method.
2.3 Adjoint-based predictor-corrector SCP algorithm

In this section, we present a generic algorithmic framework for solving the parametric optimization problem $P(\xi)$. Traditionally, at each sample $\xi_k$ of parameter $\xi$, a nonlinear program $P(\xi_k)$ is solved to get a completely converged solution $\bar{z}(\xi_k)$. Exploiting the real-time iteration idea [50, 53], in our algorithm below, only one convex subproblem is solved to get an approximated solution $z_k$ at $\xi_k$ to $\bar{z}(\xi_k)$.

Let us assume that the convexity in the objective function and the constraint $x \in \Omega$ can be efficiently exploited by convex optimization techniques. We generate our convex subproblem by approximating the nonlinear constraint $g(x) + M\xi = 0$, adding a correction term to correct the difference between the approximate Jacobian of $g$ and its true Jacobian $g'$ and adding a regularization term to capture the curvature of the constraints. More precisely, the convex subproblem is generated as follows. Suppose that $z_k := (x_k, y_k) \in \Omega \times \mathbb{R}^m$ is a given KKT point of $P(\xi_k)$ (more details can be found in the next section), $A_k$ is a given $m \times n$ matrix and $H_k \in S^n_+$. We consider the following parametric convex programming subproblem:

$$
\begin{align*}
\min_{x \in \mathbb{R}^n} \{ f(x) + (s^k)^T(x - x_k) + \frac{1}{2}(x - x_k)^T H_k(x - x_k) \} \\
\text{s.t.} \quad A_k(x - x_k) + g(x_k) + M\xi = 0, \\
\quad x \in \Omega,
\end{align*}
$$

where $s^k := s(z^k, A_k) = (g'(x_k) - A_k)^T y_k$. Matrix $A_k$ is an approximation to $g'(x_k)$ at $x_k$, $H_k$ is a regularization or an approximation to $\nabla_x^2 \mathcal{L}(\bar{z}^k)$, where $\mathcal{L}$ is the Lagrange function of $P(\xi)$ to be defined in Section 2.4. Vector $s^k$ can be considered as a correction term of the inconsistency between $A_k$ and $g'(x_k)$. Vector $y^k$ is referred to as the Lagrange multiplier. Since $f$ and $\Omega$ are convex and $H_k$ is symmetric positive semidefinite, the subproblem $P(z^k, A_k, H_k; \xi)$ is convex. Here, $z^k$, $A_k$ and $H_k$ are considered as parameters.

**Remark 2.3.1.** Note that computing the term $g'(x_k)^T y_k$ of the correction vector $s^k$ does not require the whole Jacobian matrix $g'(x_k)$, which is usually time consuming to evaluate.

When implementing the algorithm, the evaluation of the directional derivatives $\eta_k := g'(x_k)^T y_k$ can be done by the reverse mode (or adjoint mode) of automatic differentiation (AD). By using this technique, we can evaluate an adjoint directional derivative vector of the form $g'(x_k)^T y_k$ without evaluating the whole Jacobian matrix $g'(x_k)$ of the vector function $g$. More details of AD can be found in a monograph [83] or at [http://www.autodiff.org](http://www.autodiff.org). Particularly, in
the NMPC framework, the constraint function $g$ is usually obtained from a dynamic system of the form:

\[
\begin{cases}
\dot{\eta}(t) = G(\eta(t), x, t), & t_0 \leq t \leq t_f, \\
\eta(t_0) = \eta_0(x),
\end{cases}
\]  

(2.3.1)

by applying a direct transcription, where $\eta$ is referred to as a state vector and $x$ is a parameter vector. The adjoint directional derivative vector $g'_{\eta'}(x)^T y$ is nothing else than the gradient vector $\frac{\partial V}{\partial x}$ of the function $V(x) := g(x)^T y$. In the dynamic system context, this function $V$ is a special case of the general functional $V(x) := e(\eta(t_f)) + \int_{t_0}^{t_f} v(\eta, x, t) dt$. By simultaneously integrating the dynamic system and its adjoint sensitivity system $\dot{\lambda} = -G^T \eta \lambda - v^T \eta$, we can evaluate the gradient vector of $V$ with respect to $x$ as $dV/dx := \lambda^T(t_0) \frac{\partial \eta}{\partial x} + \int_{t_0}^{t_f} (v_x + \lambda^T G_x) dt$, where $\lambda(t_0)$ is the solution of the adjoint system at $t_0$. Note that the cost of integrating the adjoint system is of the same order as integrating the forward dynamics, and crucially, independent of the dimension of $x$. Adjoint differentiation of dynamic systems is performed, e.g. in an open source software package, Sundials [170]. For more details of adjoint sensitivity analysis of dynamic systems, we refer the reader to [38, 170].

The adjoint-based predictor-corrector SCP algorithmic framework (APCSCP) is described as follows.

**Algorithm 2.3.1. (Adjoint-based predictor-corrector SCP algorithm).**

**Initialization.** For a given parameter $\xi_0 \in \mathcal{P}$, solve approximately (off-line) $P(\xi_0)$ to get an approximate KKT point $z^0 := (x^0, y^0)$. Compute $g(x^0)$, find a matrix $A_0$ which approximates $g'(x^0)$ and $H_0 \in S^n_+$. Then, compute vector $s^0 := (g'(x^0) - A_0)^T y^0$.

**Iteration $k$ ($k = 0, 1, \ldots$).** For given $z^k$, $A_k$ and $H_k$, perform the following steps:

**Step 1.** Get a new parameter value $\xi_{k+1} \in \mathcal{P}$.

**Step 2.** Solve the convex subproblem $P(z^k, A_k, H_k; \xi_{k+1})$ to obtain a solution $x^{k+1}$ and the corresponding multiplier $y^{k+1}$.

**Step 3.** Evaluate $g(x^{k+1})$, update (or recompute) matrices $A_{k+1}$ and $H_{k+1} \in S^n_+$. Compute vector $s^{k+1} := g'(x^{k+1})^T y^{k+1} - A_{k+1}^T y^{k+1}$. Set $k := k + 1$ and go back to Step 1.

**End.**

The core step of Algorithm 2.3.1 is to solve the convex subproblem $P(z^k, A_k, H_k; \xi)$ at each iteration. In Algorithm 2.3.1 we do not mention
explicitly the method to solve \( P(z^k, A_k, H_k; \xi) \). In practice, to reduce the computational time, we can either implement an optimization method which exploits the structure of the problem, e.g. block structure, separable structure [71, 198, 221] or rely on several efficient methods and software tools that are available for convex optimization [31, 143, 149, 181, 204]. In this chapter, we are most interested in the case where one evaluation of \( g' \) is very expensive. A possible simple choice of \( H_k \) is \( H_k = 0 \) for all \( k \geq 0 \).

The initial point \( z^0 \) is obtained by solving off-line \( P(\xi_0) \). However, as we will show later in Corollary 2.4.1 that if we choose \( z^0 \) close to the set of KKT points \( Z^*(\xi_0) \) of \( P(\xi_0) \) (not necessarily an exact solution) then the new approximate KKT point \( z^1 \) of \( P(z^0, A_0, H_0; \xi^1) \) is still close to \( Z^*(\xi_1) \) of \( P(\xi_1) \) provided that \( \|\xi_1 - \xi_0\| \) is sufficiently small. Hence, in practice, we only need to approximately solve problem \( P(\xi_0) \) to get a starting point \( z^0 \).

In the NMPC framework, the parameter \( \xi \) usually coincides with the initial state of the dynamic system at the current time of the moving horizon. If matrix \( A_k \equiv g'(x^k) \), the exact Jacobian matrix of \( g \) at \( x^k \) and \( H_k \equiv 0 \), then this algorithm collapses to the real-time SCP method (RTSCP) considered in [191].

### 2.4 Contraction estimate

In this section, we will show that under certain assumptions, the sequence \( \{z^k\}_{k \geq 0} \) generated by Algorithm 2.3.1 remains close to the sequence of the true KKT points \( \{\bar{z}_k\}_{k \geq 0} \) of problem \( P(\xi) \). Without loss of generality, we assume that the objective function \( f \) is linear, i.e., \( f(x) = c^T x \), where \( c \in \mathbb{R}^n \) is given. Indeed, since \( f \) is convex, by using a slack variable \( s \), we can reformulate \( P(\xi) \) as a nonlinear program \( \min_{(x,s)} \{ s \mid g(x) + M\xi = 0, \ x \in \Omega, \ f(x) \leq s \} \).

#### KKT condition as a generalized equation

Let us first define the Lagrange function of problem \( P(\xi) \), where \( f \) is linear, as follows:

\[
\mathcal{L}(x, y; \xi) := c^T x + (g(x) + M\xi)^T y,
\]

where \( y \) is the Lagrange multiplier associated with the constraint \( g(x) + M\xi = 0 \). Since the constraint \( x \in \Omega \) is convex and implicitly represented, we will consider it separately. The KKT condition for \( P(\xi) \) is now written as:

\[
\begin{align*}
0 \in c + g'(x)^T y + N_\Omega(x), \\
0 = g(x) + M\xi,
\end{align*}
\] (2.4.1)
where $N_\Omega(x)$ is the normal cone of $\Omega$ at $x$ defined as:

$$N_\Omega(x) := \begin{cases} \{ u \in \mathbb{R}^n \mid u^T(x - v) \geq 0, \ v \in \Omega \} , & \text{if} \ x \in \Omega \\ \emptyset , & \text{otherwise.} \end{cases} \quad (2.4.2)$$

Note that the first line of (2.4.1) implicitly includes the constraint $x \in \Omega$.

A pair $(\tilde{x}(\xi), \tilde{y}(\xi))$ satisfying (2.4.1) is called a KKT point of $P(\xi)$ and $\tilde{x}(\xi)$ is called a stationary point of $P(\xi)$ with the corresponding multiplier $\tilde{y}(\xi)$. Let us denote by $Z^*(\xi)$ and $X^*(\xi)$ the set of KKT points and the set of stationary points of $P(\xi)$, respectively. In the sequel, we use the letter $z$ for the pair of $(x, y)$, i.e. $z := (x^T, y^T)^T$.

Throughout this chapter, we require the following assumptions which are standard in optimization.

**Assumption A.2.4.1.** The function $g$ is twice differentiable on its domain.

**Assumption A.2.4.2.** For a given $\xi_0 \in \mathcal{P}$, problem $P(\xi_0)$ has at least one KKT point $\tilde{z}^0$, i.e. $Z^*(\xi_0) \neq \emptyset$.

Our aim here is to rewrite the KKT system (2.4.1) as a generalized equation and then using the theory of generalized equations to prove a main contraction result for Algorithm 2.3.1. Let us define:

$$F(z) := \begin{pmatrix} c + g'(x)^T y \\ g(x) \end{pmatrix}, \quad (2.4.3)$$

and $K := \Omega \times \mathbb{R}^m$. Then, the KKT condition (2.4.1) can be expressed in terms of a parametric generalized equation as follows:

$$0 \in F(z) + C\xi + N_K(z), \quad (2.4.4)$$

where $C := \begin{bmatrix} 0 & M \end{bmatrix}$. Generalized equation is an essential tool to study many problems in nonlinear analysis, perturbation analysis, variational calculations as well as optimization [28, 113, 163].

Suppose that, for some $\xi_k \in \mathcal{P}$, the set of KKT points $Z^*(\xi_k)$ of $P(\xi_k)$ is nonempty. For any fixed $\tilde{z}^k \in Z^*(\xi_k)$, we define the following set-valued mapping:

$$L(z; \tilde{z}^k, \xi_k) := F(\tilde{z}^k) + F'(\tilde{z}^k)(z - \tilde{z}^k) + C\xi_k + N_K(z). \quad (2.4.5)$$

We also define the inverse mapping $L^{-1} : \mathbb{R}^{n+m} \rightarrow \mathbb{R}^{n+m}$ of $L(\cdot; \tilde{z}^k, \xi_k)$ as follows:

$$L^{-1}(\delta; \tilde{z}^k, \xi_k) := \{ z \in \mathbb{R}^{n+m} \mid \delta \in L(z; \tilde{z}^k, \xi_k) \}. \quad (2.4.6)$$
Now, we consider the KKT condition of the subproblem $P(z^k, A_k, H_k; \xi)$. For given neighborhoods $B(\bar{z}^k, r_z)$ of $\bar{z}^k$ and $B(\xi_k, r_\xi)$ of $\xi_k$, and $z^k \in B(z^k, r_z)$, $\xi_{k+1} \in B(\xi_k, r_\xi)$ and given matrix $A_k$ and matrix $H_k \in S^n_+$, let us consider the convex subproblem $P(z^k, A_k, H_k; \xi_{k+1})$ with respect to the parameter $(z^k, A_k, H_k, \xi_{k+1})$. The KKT condition of this problem is expressed as follows:

\[
\begin{align*}
0 & \in c + m(z^k, A_k) + H_k (x - x^k) + A_k^T y + N_{\Omega}(x), \\
0 & = g(x^k) + A_k (x - x^k) + M \xi_{k+1},
\end{align*}
\] (2.4.7)

where $N_{\Omega}(x)$ is defined by (2.4.2). Suppose that the Slater constraint qualification holds for the subproblem $P(z^k, A_k, H_k; \xi_{k+1})$, i.e.:

\[
\text{ri}(\Omega) \cap \{ x \in \mathbb{R}^n \mid g(x^k) + A_k (x - x^k) + M \xi_{k+1} = 0 \} \neq \emptyset,
\]

where $\text{ri}(\Omega)$ is the relative interior of $\Omega$. Then by convexity of $\Omega$, a point \( z_{k+1} := (x_{k+1}, y_{k+1}) \) is a KKT point of $P(z^k, A_k, H_k; \xi_{k+1})$ if and only if $x_{k+1}$ is a solution to $P(z^k, A_k, H_k; \xi_{k+1})$ associated with the multiplier $y_{k+1}$.

Since $g$ is twice differentiable by Assumption A.2.4.1 and $f$ is linear, for a given $z = (x, y)$, we have:

\[
\nabla^2_x L(z) = \sum_{i=1}^m y_i \nabla^2 g_i(x),
\] (2.4.8)

the Hessian matrix of the Lagrange function $L$, where $\nabla^2 g_i(\cdot)$ is the Hessian matrix of $g_i$ ($i = 1, \ldots, m$). Let us define the following matrix:

\[
\bar{F}_k := \begin{bmatrix}
H_k & A_k^T \\
A_k & 0
\end{bmatrix},
\] (2.4.9)

where $H_k \in S^n_+$. The KKT condition (2.4.7) can be written as a parametric linear generalized equation:

\[
0 \in F(z^k) + \bar{F}_k(z - z^k) + C \xi_{k+1} + N_{K}(z),
\] (2.4.10)

where $z^k$, $\bar{F}_k$ and $\xi_{k+1}$ are considered as parameters. Note that if $A_k = g'(x^k)$ and $H_k = \nabla^2_x L(z^k)$ then (2.4.10) is the linearization of the nonlinear generalized equation (2.4.4) at $(z^k, \xi_{k+1})$ with respect to $z$.

**Remark 2.4.1.** Note that (2.4.10) is a generalization of (2.2.3), where the approximate Jacobian $\bar{F}_k$ is used instead of the exact one. Therefore, (2.4.10) can be viewed as one iteration of the inexact predictor-corrector path-following method for solving (2.4.4).
**Strong regularity concept**

We recall the following definition of the *strong regularity* concept. This definition can be considered as the strong regularity of the generalized equation (2.4.4) in the context of nonlinear optimization, see [161].

**Definition 2.4.1.** Let $\xi_k \in \mathcal{P}$ such that the set of KKT points $Z^*(\xi_k)$ of $\mathcal{P}(\xi_k)$ is nonempty. Let $\bar{z}^k \in Z^*(\xi_k)$ be a given KKT point of $\mathcal{P}(\xi_k)$. Problem $\mathcal{P}(\xi_k)$ is said to be strongly regular at $\bar{z}^k$ if there exist neighborhoods $\mathcal{B}(0, \bar{r}_\delta)$ of the origin and $\mathcal{B}(\bar{z}^k, \bar{r}_\delta)$ of $\bar{z}^k$ such that the mapping $z^*_k(\delta) := \mathcal{B}(\bar{z}^k, \bar{r}_\delta) \cap L^{-1}(\delta; \bar{z}^k, \xi_k)$ is single-valued (i.e. the set $z^*_k(\delta)$ only contains one element) and Lipschitz continuous in $\mathcal{B}(0, \bar{r}_\delta)$ with a Lipschitz constant $0 < \gamma < +\infty$, i.e.:

$$
\|z^*_k(\delta) - z^*_k(\delta')\| \leq \gamma \|\delta - \delta'\|, \quad \forall \delta, \delta' \in \mathcal{B}(0, \bar{r}_\delta).
$$

(2.4.11)

Note that the constants $\gamma$, $\bar{r}_\delta$ and $\bar{r}_\delta$ in Definition 2.4.1 are global and do not depend on the index $k$.

From the definition of $L^{-1}$ where strong regularity holds, there exists a unique $z^*_k(\delta)$ such that $\delta \in F(\bar{z}^k) + F'(\bar{z}^k)(z^*_k(\delta) - \bar{z}^k) + C\xi_k + \mathcal{N}_K(z^*_k(\delta))$. Therefore,

$$
z^*_k(\delta) \in (F'(\bar{z}^k) + \mathcal{N}_K)^{-1} \left( F'(\bar{z}^k)\bar{z}^k - F(\bar{z}^k) - C\xi_k + \delta \right),
$$

where $\bar{J}_k := (F'(\bar{z}^k) + \mathcal{N}_K)^{-1}$. The strong regularity of $\mathcal{P}(\xi)$ at $\bar{z}^k$ is equivalent to the single-valuedness and the Lipschitz continuity of $\bar{J}_k$ around $v^k := F'(\bar{z}^k)\bar{z}^k - F(\bar{z}^k) - C\xi_k$.

The strong regularity concept is widely used in variational analysis, perturbation analysis as well as in optimization [28, 113, 154, 163]. In view of optimization, strong regularity implies the strong second order sufficient optimality condition (SSOSC) if the linear independence constraint qualification (LICQ) holds [161]. If the convex set $\Omega$ is polyhedral and the LICQ holds, then strong regularity is equivalent to SSOSC [60]. In order to interpret the strong regularity condition of $\mathcal{P}(\xi)$ at $\bar{z}^k \in Z^*(\xi_k)$ in terms of perturbed optimization, we consider the following optimization problem:

$$
\begin{align*}
\min_{x \in \mathbb{R}^n} \quad & (c - \delta_c)^T x + \frac{1}{2}(x - \bar{x}^k)^T \nabla_x^2 \mathcal{L}(\bar{x}^k, \bar{y}^k)(x - \bar{x}^k) \\
\text{s.t.} \quad & g(\bar{x}^k) + g'(\bar{x}^k)(x - \bar{x}^k) + M\xi_k = \delta_g,
\end{align*}
$$

(2.4.12)

Here, $\delta = (\delta_c, \delta_g) \in \mathcal{B}(0, \bar{r}_\delta)$ is a perturbation. Problem $\mathcal{P}(\xi_k)$ is strongly regular at $\bar{z}^k$ if and only if (2.4.12) has a unique KKT point $z^*_k(\delta)$ in $\mathcal{B}(\bar{z}^k, \bar{r}_z)$ and $z^*_k(\cdot)$ is Lipschitz continuous in $\mathcal{B}(0, \bar{r}_\delta)$ with a Lipschitz constant $\gamma$. 


Example 2.4.1. Let us recall example (2.2.1) in Subsection 2.2. The optimal multipliers associated with two constraints \( x_1^2 + 2x_2 + 2 - 4\xi = 0 \) and \( x_1^2 - x_2^2 + 1 \leq 0 \) are \( y_1^* = (2\sqrt{\xi} - 1)[8\sqrt{\xi^2 - \xi\sqrt{\xi}} - 1 > 0 \) and \( y_2^* = [8\sqrt{\xi^2 - \xi\sqrt{\xi}} - 1 > 0 \), respectively. Since the last inequality constraint is active while \( x \geq 0 \) is inactive, we can easily compute the critical cone as \( C(x_\xi^*, y^*) = \{ (d_1, 0) \in \mathbb{R}^2 \mid x_\xi^* d_1 = 0 \} \). The Hessian matrix \( \nabla^2_x L(x_\xi^*, y^*) = \begin{bmatrix} 2(y_1^* + y_2^*) & 0 \\ 0 & -2y_2^* \end{bmatrix} \) of the Lagrange function \( L \) is positive definite in \( C(x_\xi^*, y^*) \). Hence, the second order sufficient optimality condition for (2.2.1) is satisfied. Moreover, \( y_2^* > 0 \) which says that the strict complementarity condition holds. Therefore, problem (2.2.1) satisfies the strong second order sufficient condition. On the other hand, it is easy to check that the LICQ condition holds for (2.2.1) at \( x_\xi^* \). By applying [161, Theorem 4.1], we can conclude that (2.2.4) is strongly regular at \((x_\xi^*, y^*)\). \( \diamond \)

The following lemma shows the nonemptiness of \( Z^*(\xi) \) in the neighborhood of the parameter value \( \xi_k \).

Lemma 2.4.1. Suppose that Assumption A.2.4.1 is satisfied and \( Z^*(\xi_k) \) is nonempty for a given \( \xi_k \in \mathcal{P} \). Suppose further that problem \( P(\xi_k) \) is strongly regular at \( \tilde{z}^k \) for a given \( \tilde{z}^k \in Z^*(\xi_k) \). Then there exist neighborhoods \( \mathcal{B}(\xi_k, r_\xi) \) of \( \xi_k \) and \( \mathcal{B}(\tilde{z}^k, r_z) \) of \( \tilde{z}^k \) such that \( Z^*(\xi_{k+1}) \) is nonempty for all \( \xi_{k+1} \in \mathcal{B}(\xi_k, r_\xi) \) and \( Z^*(\xi_{k+1}) \cap \mathcal{B}(\tilde{z}^k, r_z) \) contains only one point \( \tilde{z}^{k+1} \). Moreover, there exists a constant \( 0 \leq \bar{\sigma} < +\infty \) such that:

\[
\| \tilde{z}^{k+1} - \tilde{z}^k \| \leq \bar{\sigma} \| \xi_{k+1} - \xi_k \|. \tag{2.4.13}
\]

Proof. Since the KKT condition of \( P(\xi_k) \) is equivalent to the generalized equation (2.4.4) with \( \xi = \xi_k \), by applying [161, Theorem 2.1] we conclude that there exist neighborhoods \( \mathcal{B}(\xi_k, r_\xi) \) of \( \xi_k \) and \( \mathcal{B}(\tilde{z}^k, r_z) \) of \( \tilde{z}^k \) such that \( Z^*(\xi_{k+1}) \) is nonempty for all \( \xi_{k+1} \in \mathcal{B}(\xi_k, r_\xi) \) and \( Z^*(\xi_{k+1}) \cap \mathcal{B}(\tilde{z}^k, r_z) \) contains only one point \( \tilde{z}^{k+1} \). On the other hand, since \( \| F(\tilde{z}^k) + C\xi_k - F(\tilde{z}^k) - C\xi_{k+1} \| = \| M(\xi_k - \xi_{k+1}) \| \leq \| M \| \| \xi_{k+1} - \xi_k \| \), by using the formula [161, p. 2.4], we obtain the estimate (2.4.13). \( \square \)

Contraction estimate for APCSCP with inexact Jacobian

In order to prove a contraction estimate for APCSCP, throughout this section, we make the following assumptions.

Assumption A.2.4.3. For a given \( \tilde{z}^k \in Z^*(\xi_k) \), \( k \geq 0 \), the following conditions are satisfied:

a) There exists a constant \( 0 \leq \kappa < 1/(2\gamma) \) such that:

\[
\| F'(\tilde{z}^k) - \tilde{F}'_k \| \leq \kappa, \tag{2.4.14}
\]
where \( \tilde{F}'_k \) is defined by (2.4.9) and \( \gamma \) is the constant in Definition 2.4.1.

b) The Jacobian mapping \( F'(\cdot) \) is Lipschitz continuous on \( B(\tilde{z}^k, r_z) \) around \( \tilde{z}^k \), i.e. there exists a constant \( 0 \leq \omega < +\infty \) such that:

\[
\| F'(z) - F'(\tilde{z}^k) \| \leq \omega \| z - \tilde{z}^k \|, \forall z \in B(\tilde{z}^k, r_z).
\]

(2.4.15)

Note that Assumption A.2.4.3 is commonly used in the theory of Newton-type and Gauss-Newton methods [48, 52], where the residual term is required to be sufficiently small in a neighborhood of the local solution. From the definition of \( \tilde{F}'_k \) we have:

\[
F'(\tilde{z}^k) - \tilde{F}'_k = \begin{bmatrix}
\nabla^2_\tilde{z} L(\tilde{z}^k) - H_k & g'(\tilde{z}^k)^T - A_k^T \\
g'(\tilde{z}^k) - A_k & O
\end{bmatrix}.
\]

Hence, \( \| F'(\tilde{z}^k) - \tilde{F}'_k \| \) depends on the norms of \( \nabla^2_\tilde{z} L(\tilde{z}^k) - H_k \) and \( g'(\tilde{z}^k) - A_k \).

These quantities are the error of the approximations \( H_k \) and \( A_k \) to the Hessian matrix \( \nabla^2_\tilde{z} L(\tilde{z}^k) \) and the Jacobian matrix \( g'(\tilde{z}^k) \), respectively. On the one hand, Assumption A.2.4.3a) requires the positive definiteness of \( H_k \) to be an approximation of \( \nabla^2_\tilde{z} L \) (which is not necessarily positive definite). On the other hand, it requires that matrix \( A_k \) is a sufficiently good approximation to the Jacobian matrix \( g' \) in the neighborhood of the stationary point \( \tilde{z}^k \). Note that the matrix \( H_k \) in the Newton-type method proposed in [29] is not necessarily positive definite.

Now, let us define the following mapping:

\[
J_k := (\tilde{F}'_k + N_K)^{-1},
\]

(2.4.16)

where \( \tilde{F}'_k \) is defined by (2.4.9). The lemma below shows that \( J_k \) is single-valued and Lipschitz continuous in a neighbourhood of \( \tilde{v}^k := \tilde{F}'_k \tilde{z}^k - F(\tilde{z}^k) - C\xi_k \). Since \( J_k(v) \) is a set for a given \( v \), the single-valuedness of \( J_k \) means that the set \( J_k(v) \) only contains one element for a given \( v \). We note that \( N_K \) is a maximal monotone operator [163] and \( \tilde{F}'_k \) is a matrix. If \( \tilde{F}'_k \) is symmetric positive definite then \( J_k \) can be considered as a generalized resolvent operator in the sense of Moreau–Yosida regularization [163]. In our context, the operator \( J_k \) defined by (2.4.16) imitates a similar property of the resolvent operator but locally.

**Lemma 2.4.2.** Suppose that Assumptions A.2.4.1, A.2.4.2 and A.2.4.3a) are satisfied. Then there exist neighborhoods \( B(\xi_k, r_\xi) \) and \( B(\tilde{z}^k, r_z) \) such that if we take any \( z^k \in B(\tilde{z}^k, r_z) \) and \( \xi_{k+1} \in B(\xi_k, r_\xi) \) then the mapping \( J_k \) defined by (2.4.16) is single-valued in a neighbourhood \( B(\tilde{v}^k, r_v) \), where \( \tilde{v}^k := \tilde{F}'_k \tilde{z}^k - F(\tilde{z}^k) - C\xi_k \). Moreover, the following inequality holds:

\[
\| J_k(v) - J_k(v') \| \leq \beta \| v - v' \|, \forall v, v' \in B(\tilde{v}_k, r_v),
\]

(2.4.17)

where \( \beta := \frac{\gamma}{1 - \gamma \kappa} > 0 \) is a Lipschitz constant.
Proof. Let us fix a neighbourhood $B(\bar{v}_k, r_v)$ of $\bar{v}_k$. Suppose for contradiction that $J_k$ is not single-valued in $B(\bar{v}_k, r_v)$, then for a given $v$ the set $J_k(v)$ contains at least two points $z$ and $z'$ such that $\|z - z'\| \neq 0$. We have:

$$v \in \tilde{F}_k' z + N_K(z) \text{ and } v \in \tilde{F}_k' z' + N_K(z').$$

(2.4.18)

Let

$$\delta := v - [\tilde{F}_k' z - F(\bar{z}_k) - C\xi_k] + [F'(\bar{z}_k) - \tilde{F}_k'](z - \bar{z}_k),$$

and

$$\delta' := v - [\tilde{F}_k' z - F(\bar{z}_k) - C\xi_k] + [F'(\bar{z}_k) - \tilde{F}_k'](z' - \bar{z}_k).$$

(2.4.19)

Then (2.4.18) can be written as:

$$\delta \in F(\bar{z}_k) + F'(\bar{z}_k)(z - \bar{z}_k) + C\xi_k + N_K(z),$$

(2.4.20)

and

$$\delta' \in F(\bar{z}_k) + F'(\bar{z}_k)(z' - \bar{z}_k) + C\xi_k + N_K(z').$$

Since $v$ in the neighbourhood $B(\bar{v}_k, r_v)$ of $\bar{v}_k := \tilde{F}_k' z - F(\bar{z}_k) - C\xi_k$, we have:

$$\|\delta\| \leq \|v - \bar{v}_k\| + \|F'(\bar{z}_k) - \tilde{F}_k'\| \|z - \bar{z}_k\|$$

$$\leq r_v + \|F'(\bar{z}_k) - \tilde{F}_k'\| \|z - \bar{z}_k\|$$

(2.4.14)

$$\leq r_v + \kappa \|z - \bar{z}_k\|.$$

From this inequality, we see that we can shrink $B(\bar{z}_k, r_z)$ and $B(\bar{v}_k, r_v)$ sufficiently small (if necessary) such that $\|\delta\| \leq \bar{r}_\delta$. Hence, $\delta \in B(0, \bar{r}_\delta)$. Similarly, $\delta' \in B(0, \bar{r}_\delta)$.

Now, using the strong regularity assumption of $P(\xi_k)$ at $\bar{z}_k$, it follows from (2.4.20) that:

$$\|z - z'\| \leq \gamma \|\delta - \delta'\|.$$  

(2.4.21)

However, using (2.4.19), we have:

$$\|\delta - \delta'\| = \|F'(\bar{z}_k) - \tilde{F}_k'\| \|z - z'\| \leq \|F'(\bar{z}_k) - \tilde{F}_k'\| \|z - z'\|$$

(2.4.14)

$$\leq \kappa \|z - z'\|.$$

Plugging this inequality into (2.4.21) and then using the condition $\gamma \kappa < 1/2 < 1$, we get:

$$\|z - z'\| < \|z - z'\|,$$
which contradicts to \( z \neq z' \). Hence, \( J_k \) is single-valued.

Finally, we prove the Lipschitz continuity of \( J_k \). Let \( z = J_k(v) \) and \( z' = J_k(v') \), where \( v, v' \in B(\bar{v}^k, r_v) \). Similar to (2.4.20), these expressions can be written equivalently to:

\[
\delta \in F(\bar{z}^k) + F'(\bar{z}^k)(z - \bar{z}^k) + C\xi_k + N_K(z),
\]

and

\[
\delta' \in F(\bar{z}^k) + F'(\bar{z}^k)(z' - \bar{z}^k) + C\xi_k + N_K(z'),
\]

where

\[
\delta := v - [\tilde{F}'_k \bar{z}^k - F(\bar{z}^k) - C\xi_k] + [F'(\bar{z}^k) - \tilde{F}'_k](z - \bar{z}^k),
\]

and

\[
\delta' := v' - [\tilde{F}'_k \bar{z}^k - F(\bar{z}^k) - C\xi_k] + [F'(\bar{z}^k) - \tilde{F}'_k](z' - \bar{z}^k).
\]

By using again the strong regularity assumption, it follows from (2.4.22) and (2.4.23) that:

\[
\|z - z'\| \leq \gamma \|\delta - \delta'\| \leq \gamma \|v - v'\| + \gamma \|\delta - \delta'\| \leq \gamma \|v - v'\| + \gamma \|z - z'\|.
\]

Since \( \gamma \kappa < 1/2 < 1 \), rearranging the last inequality we get:

\[
\|z - z'\| \leq \frac{\gamma}{1 - \gamma \kappa} \|v - v'\|,
\]

which shows that \( J_k \) satisfies (2.4.17) with a constant \( \beta := \frac{\gamma}{1 - \gamma \kappa} > 0 \).  

Let us recall that if \( z^{k+1} \) is a KKT point of the convex subproblem \( P(z^k, A_k, H_k; \xi_{k+1}) \) then

\[
0 \in \tilde{F}'_k(z^{k+1} - z^k) + F(z^k) + C\xi_{k+1} + N_K(z^{k+1}).
\]

According to Lemma 2.4.2, if \( z^k \in B(\bar{z}^k, r_z) \) then problem \( P(z^k, A_k, H_k; \xi) \) is uniquely solvable. We can write its KKT condition equivalently as:

\[
z^{k+1} = J_k \left( \tilde{F}'_k z^k - F(z^k) - C\xi_{k+1} \right).
\]
Since $\bar{z}^{k+1}$ is the solution of (2.4.4) at $\xi_{k+1}$, we have $0 = F(\bar{z}^{k+1}) + C\xi_{k+1} + \bar{u}^{k+1}$, where $\bar{u}^{k+1} \in N_K(\bar{z}^{k+1})$. Moreover, since $\bar{z}^{k+1} = J_k(\tilde{F}'\bar{z}^{k+1} + \bar{u}^{k+1})$, we can write:
\[
\bar{z}^{k+1} = J_k \left( \tilde{F}'\bar{z}^{k+1} - F(\bar{z}^{k+1}) - C\xi_{k+1} \right). \tag{2.4.25}
\]

The main result of this section is stated in the following theorem.

**Theorem 2.4.2.** Suppose that Assumptions A.2.4.1-A.2.4.2 are satisfied for some $\xi_0 \in \mathcal{P}$. Then, for $k \geq 0$ and $\bar{z}^k \in Z^*(\xi_k)$, if $P(\xi_k)$ is strongly regular at $\bar{z}^k$ then there exist neighborhoods $\mathcal{B}(\bar{z}^k, r_z)$ and $\mathcal{B}(\xi_k, r_\xi)$ such that:

a) The set of KKT points $Z^*(\xi_{k+1})$ of $P(\xi_{k+1})$ is nonempty for any $\xi_{k+1} \in \mathcal{B}(\xi_k, r_\xi)$.

b) If, in addition, Assumption A.2.4.3a) is satisfied then the subproblem $P(\bar{z}^k, A_k, H_k; \xi_{k+1})$ is uniquely solvable in the neighborhood $\mathcal{B}(\bar{z}^k, r_z)$.

c) Moreover, if, in addition, Assumption A.2.4.3b) is satisfied then the sequence $\{z^k\}_{k \geq 0}$ generated by Algorithm 2.3.1, where $\xi_{k+1} \in \mathcal{B}(\xi_k, r_\xi)$, guarantees:

\[
\|z^{k+1} - \bar{z}^{k+1}\| \leq (\alpha + c_1 \|z^k - \bar{z}^k\|) \|z^k - \bar{z}^k\| + (c_2 + c_3 \|\xi_{k+1} - \xi_k\|) \|\xi_{k+1} - \xi_k\|, \tag{2.4.26}
\]

where $0 \leq \alpha < 1$, $0 \leq c_i < +\infty$, $i = 1, \ldots, 3$ and $c_2 > 0$ are given constants and $\bar{z}^{k+1} \in Z^*(\xi_{k+1})$.

**Proof.** We prove the theorem by induction. For $k = 0$, we have $Z^*(\xi_0)$ is nonempty by Assumption A.2.4.2. Now, we assume $Z^*(\xi_k)$ is nonempty for some $k \geq 0$. We will prove that $Z^*(\xi_{k+1})$ is nonempty for some $\xi_{k+1} \in \mathcal{B}(\xi_k, r_\xi)$, a neighborhood of $\xi_k$.

Indeed, since $Z^*(\xi_k)$ is nonempty for some $\xi_k \in \mathcal{P}$, we take an arbitrary $\bar{z}^k \in Z^*(\xi_k)$ such that $P(\xi_k)$ is strong regular at $\bar{z}^k$. Now, by applying Lemma 2.4.1 to problem $P(\xi_k)$, then we conclude that there exist neighborhoods $\mathcal{B}(\bar{z}^k, r_z)$ of $\bar{z}^k$ and $\mathcal{B}(\xi_k, r_\xi)$ of $\xi_k$ such that $Z^*(\xi_{k+1})$ is nonempty for any $\xi_{k+1} \in \mathcal{B}(\xi_k, r_\xi)$.

Next, if, in addition, Assumption A.2.4.3a) holds then the conclusions of Lemma 2.4.2 hold. By induction, we conclude that the convex subproblem $P(\bar{z}^k, A_k, \xi_k)$ is uniquely solvable in $\mathcal{B}(\bar{z}^k, r_z)$ for any $\xi_{k+1} \in \mathcal{B}(\xi_k, r_\xi)$.
Finally, we prove inequality (2.4.26). From (2.4.24), (2.4.25) and the Lipschitz continuity of $J_k$ in (2.4.17), we have:

$$\|z^{k+1} - \bar{z}^{k+1}\| \overset{(2.4.24)}{=} \|J_k((\bar{F}'_k z^k - F(z^k) - C\xi_{k+1}) - z^{k+1}\|

\overset{(2.4.25)}{=} \|J_k(\bar{F}'_k z^k - F(z^k) - C\xi_{k+1}) - J_k(\bar{F}'_k \bar{z}^{k+1} - F(\bar{z}^{k+1}) - C\xi_{k+1})\|

\overset{(2.4.17)}{\leq} \beta \|\bar{F}'_k(z^k - \bar{z}^{k+1}) - F(z^k) + F(\bar{z}^{k+1})\|

= \beta \| [\bar{F}'_k(z^k - \bar{z}^{k}) - F(z^k) + F(\bar{z}^{k})] + [F(\bar{z}^{k+1}) - F(\bar{z}^{k}) - \bar{F}'_k(\bar{z}^{k+1} - \bar{z}^{k})] \|.

By using the mean-value theorem and Assumption A.2.4.3b), we further estimate (2.4.27) as:

$$\|z^{k+1} - \bar{z}^{k+1}\| \leq \beta \|[\bar{F}'_k - F'(\bar{z}^k)](z^k - \bar{z}^{k})

- \int_0^1 [F'(\bar{z}^k + t(z^k - \bar{z}^{k})) - F'(\bar{z}^k)](z^k - \bar{z}^{k}) dt\|

+ \beta \|[\bar{F}'_k - F'(\bar{z}^k)](\bar{z}^{k+1} - \bar{z}^{k}) - \int_0^1 [F'(\bar{z}^k + t(\bar{z}^{k+1} - \bar{z}^{k})) - F'(\bar{z}^k)](\bar{z}^{k+1} - \bar{z}^{k}) dt\|

\overset{(2.4.14)+2(2.4.15)}{\leq} \beta \left(\kappa + \frac{\omega}{2}\|z^k - \bar{z}^{k}\|\right) \|z^k - \bar{z}^{k}\|

+ \beta \left(\kappa + \frac{\omega}{2}\|\bar{z}^{k+1} - \bar{z}^{k}\|\right) \|\bar{z}^{k+1} - \bar{z}^{k}\|.

(2.4.28)

By substituting (2.4.13) into (2.4.28) we obtain:

$$\|z^{k+1} - \bar{z}^{k+1}\| \leq \beta \left(\kappa + \frac{\omega}{2}\|z^k - \bar{z}^{k}\|\right) \|z^k - \bar{z}^{k}\|

+ \beta \left(\kappa\sigma + \frac{\omega\sigma^2}{2}\|\xi_{k+1} - \xi_{k}\|\right) \|\xi_{k+1} - \xi_{k}\|.

If we define $\alpha := \beta\kappa = \frac{\gamma\kappa}{1 - \gamma\kappa} < 1$ due to A.2.4.3a), $c_1 := \frac{\gamma\omega}{2(1 - \gamma\kappa)} \geq 0$, $c_2 := \frac{\gamma\kappa\sigma}{1 - \gamma\kappa} > 0$ and $c_3 := \frac{\gamma\omega\sigma^2}{2(1 - \gamma\kappa)} \geq 0$ as four given constants then the last inequality is indeed (2.4.26).

The following corollary shows the stability of the approximate sequence $\{z^k\}_{k \geq 0}$ generated by Algorithm 2.3.1.
Corollary 2.4.1. Under the assumptions of Theorem 2.4.2, there exists a positive number $0 < r_z < \tilde{r}_z := (1 - \alpha)c_1^{-1}$ such that if the initial point $z^0$ in Algorithm 2.3.1 is chosen such that $\|z^0 - \tilde{z}^0\| \leq r_z$, where $\tilde{z}^0 \in Z^*(\xi_0)$ and $\xi_0 \in Z^*(\xi_0)$ then, for any $k \geq 0$, we have:

$$\|z^{k+1} - \tilde{z}^{k+1}\| \leq r_z,$$  \hspace{1cm} (2.4.29)

provided that $\|\xi_{k+1} - \xi_k\| \leq r_\xi$, where $\tilde{z}^{k+1} \in Z^*(\xi_{k+1})$ and $0 < r_\xi \leq \tilde{r}_\xi$ with:

$$\tilde{r}_\xi := \left\{ \begin{array}{ll} (2c_3)^{-1} \left[ \sqrt{c_2^2 + 4c_3r_z(1 - \alpha - c_1r_z)} - c_2 \right] & \text{if } c_3 > 0, \\ c_1^{-1}r_z(1 - \alpha - c_1r_z) & \text{if } c_3 = 0. \end{array} \right.$$  

Consequently, the error sequence $\{e_k\}_{k \geq 0}$, where $e_k := \|z^k - \tilde{z}^k\|$, between the exact KKT point $z^k$ and the approximate KKT point $\tilde{z}^k$ of $P(\xi_k)$ is nonincreasing and therefore bounded.

Proof. Since $0 \leq \alpha < 1$, we have $\tilde{r}_z := (1 - \alpha)c_1^{-1} > 0$. Let us choose $r_z$ such that $0 < r_z < \tilde{r}_z$. If $z^0 \in \mathcal{B}(\tilde{z}^0, r_z)$, i.e. $\|z^0 - \tilde{z}^0\| \leq r_z$, then it follows from (2.4.26) that:

$$\|z^1 - \tilde{z}^1\| \leq (\alpha + c_1r_z)r_z + (c_2 + c_3 \|\xi_1 - \xi_0\|) \|\xi_1 - \xi_0\|.$$

In order to ensure $\|z^1 - \tilde{z}^1\| \leq r_z$, we need $(c_2 + c_3 \|\xi_1 - \xi_0\|) \|\xi_1 - \xi_0\| \leq \rho := (1 - \alpha - c_1r_z)r_z$. Since $0 < r_z < \tilde{r}_z$, $\rho > 0$. The last condition leads to $\|\xi_1 - \xi_0\| \leq (2c_3)^{-1}(\sqrt{c_2^2 + 4c_3\rho - c_2})$ if $c_3 > 0$ and $\|\xi_1 - \xi_0\| \leq c_1^{-1}r_z(1 - \alpha - c_1r_z)$ if $c_3 = 0$. By induction, we conclude that inequality (2.4.29) holds for all $k \geq 0$. The nonincrease of $\{e_k\}$ follows directly from the estimate (2.4.29).

The conclusion of Corollary 2.4.1 is illustrated in Figure 2.3, where the approximate sequence $\{z^k\}_{k \geq 0}$ computed by Algorithm 2.3.1 remains close to the sequence of the true KKT points $\{\tilde{z}^k\}_{k \geq 0}$ if the starting point $z^0$ is sufficiently close to $\tilde{z}^0$. Let us assume that the constant $\omega > 0$. Then we have $c_3 > 0$. If we choose $r_z := \tilde{r}_z = \frac{1 - 2\gamma\kappa}{\gamma\omega}$ then the quantity $\tilde{r}_\xi$ in Corollary 2.4.1 can be tightened to $\tilde{r}_\xi = \left\{ \gamma\omega\tilde{\sigma}\left[ \frac{\gamma\kappa}{(1 - 2\gamma\kappa)^2} + \frac{\tilde{\sigma}}{1 - \gamma\kappa} \right] \right\}^{-1}$.

We can also simplify the contraction estimate (2.4.26) as follows:

$$\|z^{k+1} - \tilde{z}^{k+1}\| \leq \nu \|z^k - \tilde{z}^k\| + c \|\xi_{k+1} - \xi_k\|,$$  \hspace{1cm} (2.4.30)

where $\nu := \alpha + c_1r_z > 0$ and $c := c_2 + c_3r_\xi > 0$. Since $\alpha \in (0, 1)$, we can choose $r_z > 0$ sufficiently small such that $\nu \in (0, 1)$.
Remark 2.4.3. In Algorithm 2.3.1, instead of performing one SCP iteration for each value \( \xi_k \) of the parameter \( \xi \), we can perform \( p \) SCP iterations (\( p \geq 1 \)). In this case, we obtain the following contraction estimate:

\[
\| z^{k+1} - \bar{z}^{k+1} \| \leq \nu^p \| z^k - \bar{z}^k \| + \nu^{p-1} c \| \xi_{k+1} - \xi_k \| .
\] (2.4.31)

Indeed, at the value \( \xi_k \), we can apply (2.4.30) \( p \) times with conditions \( \xi_k = \xi_{k+1} = \cdots = \xi_{k+p-1} \) and then we move to the next value \( \xi_{k+1} \) to obtain (2.4.30).

Contraction estimate for APCSCP with exact Jacobian

If \( A_k \equiv g'(x^k) \) then the correction vector \( s^k = 0 \) and the convex subproblem \( P(z^k, A_k, H_k; \xi) \) collapses to the following one:

\[
\begin{aligned}
\min_{x \in \mathbb{R}^n} & \quad \left\{ c^T x + \frac{1}{2} (x - x^k)^T H_k (x - x^k) \right\} \\
\text{s.t.} & \quad g(x^k) + g'(x^k)(x - x^k) + M \xi = 0, \\
& \quad x \in \Omega.
\end{aligned}
\]

\[ P(x^k, H_k; \xi) \]

Note that problem \( P(x^k, H_k; \xi) \) does not depend on the multiplier \( y^k \) if we choose \( H_k \) independently of \( y^k \). We refer to a variant of Algorithm 2.3.1 where we use the convex subproblem \( P(x^k, H_k; \xi) \) instead of \( P(z^k, A_k, H_k; \xi) \) as a predictor-corrector SCP algorithm (PCSCP) for solving a sequence of the optimization problems \( \{P(\xi_k)\}_{k \geq 0} \).

Instead of Assumption A.2.4.3a) in the previous section, we make the following assumption.

A2.4.3’. There exists a constant \( 0 \leq \kappa < 1/(2\gamma) \) such that

\[
\| \nabla_x^2 L(z^k) - H_k \| \leq \kappa, \quad \forall k \geq 0.
\] (2.4.32)

where \( \nabla_x^2 L(z) \) defined by (2.4.8).
Assumption A.2.4.3' requires that the approximation $H_k$ to the Hessian matrix $\nabla^2_\xi L(\tilde{z}^k)$ of the Lagrange function $L$ at $\tilde{z}^k$ is sufficiently close. Note that matrix $H_k$ in the framework of the SSDP method in [44] is not necessarily positive definite.

Example 2.4.2. Let us continue analyzing example (2.2.4). The Hessian matrix of the Lagrange function $L$ associated with the equality constraint $x_1^2 + 2x_2 + 2 - 4\xi = 0$ is $\nabla^2_\xi L(x^*_\xi, y^*_1) = \begin{bmatrix} 2y^*_1 & 0 \\ 0 & 0 \end{bmatrix}$, where $y^*_1$ is the multiplier associated with the equality constraint at $x^*_\xi$. Let us choose a positive semidefinite matrix $H_k := \begin{bmatrix} h_{11} & 0 \\ 0 & 0 \end{bmatrix}$, where $h_{11} \geq 0$, then $\left\| \nabla^2_\xi L(x^*_\xi, y^*_1) - H_k \right\| = |y^*_1 - h_{11}|$. Since $y^*_1 \geq 0$, for an arbitrary $\tilde{k} > 0$, we can choose $h_{11} \geq 0$ such that $|h_{11} - y^*_1| \leq \tilde{k}$. Consequently, the condition (2.4.32) is satisfied. In Example 2.2.4 of Subsection 2.2, we choose $h_{11} = 0$. \hfill \diamond

The following theorem shows the same conclusions as in Theorem 2.4.2 and Corollary 2.4.1 for the predictor-corrector SCP algorithm.

Theorem 2.4.4. Suppose that Assumptions A.2.4.1-A.2.4.2 are satisfied for some $\xi_0 \in P$. Then, for $k \geq 0$ and $\tilde{z}^k \in Z^*(\xi_k)$, if $P(\xi_k)$ is strongly regular at $\tilde{z}^k$ then there exist neighborhoods $\mathcal{B}(\tilde{z}^k, r_z)$ and $\mathcal{B}(\xi_k, r_\xi)$ such that:

a) The set of KKT points $Z^*(\xi_{k+1})$ of $P(\xi_{k+1})$ is nonempty for any $\xi_{k+1} \in \mathcal{B}(\xi_k, r_\xi)$.

b) If, in addition, Assumption A.2.4.3' is satisfied then the subproblem $P(x^k, H_k; \xi_{k+1})$ is uniquely solvable in the neighborhood $\mathcal{B}(\tilde{z}^k, r_z)$.

c) Moreover, if, in addition, Assumption A.2.4.3b) holds then the sequence $\{z^k\}_{k \geq 0}$ generated by the PCSCP algorithm, where $\xi_{k+1} \in \mathcal{B}(\xi_k, r_\xi)$, guarantees:

$$\|z^{k+1} - z^{k+1}\| \leq \left( \tilde{\alpha} + \tilde{c}_1 \|z^k - \tilde{z}^k\| \right) \|z^k - \tilde{z}^k\|$$

$$+ (\tilde{c}_2 + \tilde{c}_3 \|\xi_{k+1} - \xi_k\|) \|\xi_{k+1} - \xi_k\|,$$

(2.4.33)

where $0 \leq \tilde{\alpha} < 1$, $0 \leq \tilde{c}_i < +\infty$, $i = 1, \cdots, 3$ and $\tilde{c}_2 > 0$ are given constants and $\tilde{z}^{k+1} \in Z^*(\xi_{k+1})$.

d) If the initial point $z^0$ in the PCSCP algorithm is chosen such that $\|z^0 - \tilde{z}^0\| \leq \tilde{r}_z$, where $\tilde{z}^0 \in Z^*(\xi_0)$ and $0 < \tilde{r}_z < \tilde{r}_z := \tilde{c}_1^{-1}(1 - \tilde{\alpha})$, then:

$$\|z^{k+1} - z^{k+1}\| \leq \tilde{r}_z,$$

(2.4.34)
With the same argument as the proof of Theorem 2.4.2, we can also prove the following estimate:

\[
\tilde{r}_\xi := \begin{cases} 
(2\tilde{c}_3)^{-1} \left[ \sqrt{\tilde{c}_2^2 + 4\tilde{c}_3\tilde{r}_z (1 - \tilde{\alpha} - \tilde{c}_1\tilde{r}_z)} - \tilde{c}_2 \right] & \text{if } \tilde{c}_3 > 0, \\
\tilde{c}_2^{-1}\tilde{r}_z (1 - \tilde{\alpha} - \tilde{c}_1\tilde{r}_z) & \text{if } \tilde{c}_3 = 0.
\end{cases}
\]

Consequently, the error sequence \( \{\|z^k - \tilde{z}^k\|\}_{k \geq 0} \) between the exact KKT point \( \tilde{z}^k \) and the approximation KKT point \( z^k \) of \( P(\xi_k) \) is still nonincreasing and therefore bounded.

**Proof.** The statement a) of Theorem 2.4.4 follows from Theorem 2.4.2. We prove b). Since \( A_k \equiv g'(x^k) \), the matrix \( \hat{F}'_k \) defined in (2.4.9) becomes:

\[
\hat{F}'_k := \begin{bmatrix} H_k & g'(x^k) \\ g'(x^k) & 0 \end{bmatrix},
\]

Moreover, since \( g \) is twice differentiable due to Assumption A.2.4.1, \( g' \) is Lipschitz continuous with a Lipschitz constant \( L_g \geq 0 \) in \( B(\tilde{x}^k, r_z) \). Therefore, by Assumption A.2.4.3', we have:

\[
\left\| F'(\tilde{z}^k) - \hat{F}'_k \right\|^2 = \left\| \begin{bmatrix} \nabla^2_{x^k} \mathcal{L}(\tilde{z}^k) - g'(x^k) \nabla^2_{x^k} \mathcal{L}(\tilde{z}^k) + g'(x^k) - g'(\bar{x}^k) \end{bmatrix} \right\|^2 
\leq \left\| \nabla^2_{x^k} \mathcal{L}(\tilde{z}^k) - H_k \right\|^2 + 2 \left\| g'(x^k) - g'(\bar{x}^k) \right\|^2 
\leq \tilde{\kappa}^2 + 2L_g^2 \|x^k - \bar{x}^k\|^2.
\]

Since \( \kappa \gamma < \frac{1}{2} \), we can shrink \( B(\tilde{z}^k, r_z) \) sufficiently small such that:

\[
\gamma(\tilde{\kappa}^2 + 2L_g^2 r_z^2)^{1/2} < \frac{1}{2}.
\]

If we define \( \tilde{\kappa}_1 := (\tilde{\kappa}^2 + 2L_g^2 r_z^2)^{1/2} \geq 0 \) then the last inequality and (2.4.35) imply:

\[
\left\| F'(\tilde{z}^k) - \hat{F}'_k \right\| \leq \tilde{\kappa}_1,
\]

where \( \tilde{\kappa}_1 \gamma < \frac{1}{2} \). Similar to the proof of Lemma 2.4.2, we can show that the mapping \( \tilde{J}_k := (\hat{F}'_k + N_k)^{-1} \) is single-valued and Lipschitz continuous with a Lipschitz constant \( \beta := \gamma(1 - \gamma\tilde{\kappa}_1)^{-1} > 0 \) in \( B(\tilde{z}^k, r_z) \). Consequently, the convex problem \( P(x^k, H_k; \xi_{k+1}) \) is uniquely solvable in \( B(\tilde{z}^k, r_z) \) for all \( \xi_{k+1} \in B(\xi_k, r_\xi) \), which proves b).

With the same argument as the proof of Theorem 2.4.2, we can also prove the following estimate:

\[
\|z^{k+1} - \tilde{z}^k\| \leq (\tilde{\alpha}_k + \tilde{c}_1 \|z^k - \tilde{z}^k\|) \|z^k - \tilde{z}^k\| + (\tilde{c}_2 + \tilde{c}_3 \|\xi_{k+1} - \xi_k\|) \|\xi_{k+1} - \xi_k\|,
\]
where $\tilde{\alpha} := \gamma \tilde{\kappa}_1 (1 - \gamma \tilde{\kappa}_1)^{-1} \in [0, 1)$, $\check{c}_1 := \gamma \omega (2 - 2 \gamma \tilde{\kappa}_1)^{-1} \geq 0$, $\check{c}_2 := \gamma \tilde{\kappa}_1 \bar{\sigma} (1 - \gamma \tilde{\kappa}_1)^{-1} > 0$ and $\check{c}_3 := \gamma \omega \sigma (2 - 2 \gamma \tilde{\kappa}_1)^{-1} \geq 0$. The remaining statements of Theorem 2.4.4 are proved similarly to the proofs of Theorem 2.4.2 and Corollary 2.4.1.

Similar to Corollary 2.4.1, the constant $\tilde{r}_\xi$ in the statement d) of this theorem can be simplified to $\tilde{r}_\xi = \left\{ \gamma \omega \sigma \left[ \frac{\gamma \tilde{\kappa}_1}{(1 - 2 \gamma \tilde{\kappa}_1)^2} + \frac{\bar{\sigma}}{1 - \gamma \tilde{\kappa}_1} \right] \right\}^{-1}$.

**Choices of matrix $A_k$**

In the adjoint-based predictor-corrector SCP algorithm, an approximate matrix $A_k$ of $g'(x^k)$ and a vector $s_k = (g'(x^k) - A_k)^T y^k$ are required at each iteration such that they maintain Assumption A.2.4.3. This matrix needs to be obtained in a cost efficient way, but shall also provide a sufficiently good approximation of $g'(x^k)$. These are conflicting objectives. Though not the subject of this chapter, let us discuss some ways to obtain $A_k$. First, it might be the exact Jacobian matrix, the most expensive option. Second, it might be computed by a user provided approximation algorithm, e.g. based on inaccurate differential equation solutions. Third, suppose that an initial approximation $A_0$ is known. For given $z^k$ and $A_k$, $k \geq 0$, we need to compute $A_{k+1}$ and $s_{k+1}$ in an efficient way. If $\| A_k - g'(x^{k+1}) \|$ is still small then we can even use the same matrix $A_k$ for the next iteration, i.e. $A_{k+1} = A_k$ due to Assumption A.2.4.3. Otherwise, matrix $A_{k+1}$ can be constructed, e.g. by using low-rank updates. We can e.g. use the two sided rank-1 updates (TR1) [58, 85] or the Broyden formulas [168]. However, it is important to note that the use of the low-rank update for matrix $A_k$ might destroy possible sparsity structure of matrix $A_k$. Then high-rank updates might be an option [27, 84].

In Algorithm 2.3.1 we can set matrix $H_k = 0$ for all $k \geq 0$. However, this matrix can alternatively be updated at each iteration by using BFGS-type formulas or the projection of $\nabla^2 z \mathcal{L}(z^k)$ onto $\mathcal{S}^n_+^*$.

### 2.5 Applications in nonlinear programming

If the set of parameters $\Sigma$ collapses to one point, i.e. $\Sigma := \{\xi\}$ then, without loss of generality, we assume that $\xi = 0$ and problem $P(\xi)$ reduces to a nonlinear
programming problem of the form:

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad f(x) := c^T x \\
\text{s.t.} & \quad g(x) = 0, \\
& \quad x \in \Omega,
\end{align*}
\]

(P)

where \(c\), \(g\) and \(\Omega\) are as in \(P(\xi)\). In this section we describe a local optimization algorithm for solving (P) that is a special case of the APCSCP method.

The subproblem \(P(z^*_k, A_k, H_k; \xi)\) in Algorithm 2.3.1 reduces to:

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad c^T x + (s^j)^T (x - x^j) + \frac{1}{2}(x - x^j)^T H_j (x - x^j) \\
\text{s.t.} & \quad g(x^j) + A_j (x - x^j) = 0, \\
& \quad x \in \Omega.
\end{align*}
\]

\(P(z^j, A_j, H_j)\)

Here, we use the index \(j\) in the algorithm for the nonparametric problem (see below) to distinguish it from the index \(k\) in the parametric case. Moreover, matrix \(H_j\) is chosen such that \(H_j \in S^n_+\) as in the APCSCP method.

In order to apply the theory in the previous sections, we only consider the full-step algorithm for solving (P) which we call full-step adjoint-based sequential convex programming (FASCP). It is described as follows:

**Algorithm 2.5.1.** (Full-step adjoint-based SCP algorithm).

**Initialization.** Find an initial guess \(x^0 \in \Omega\) and \(y^0 \in \mathbb{R}^m\), a matrix \(A_0\) approximating \(g'(x^0)\) and \(H_0 \in S^n_+\). Set \(s^0 := (g'(x^0) - A_0)^T y^0\).

**Iteration \(j\) \((j = 0, 1, 2, \ldots)\).** For given \(z^j, A_j\) and \(H_j\), perform Steps 1-3:

1. **Step 1.** Solve the convex subproblem \(P(z^j, A_j, H_j)\) to obtain a solution \(x^{j+1}_j\) and the corresponding multiplier \(y^{j+1}\).

2. **Step 2.** If \(\|x^{j+1}_j - x^j\| \leq \varepsilon\), for a given tolerance \(\varepsilon > 0\), then terminate. Otherwise, compute the search direction \(\Delta x^j := x^{j+1}_j - x^j\).

3. **Step 3.** Update \(x^{j+1}_j := x^j + \Delta x^j\). Evaluate the function value \(g(x^{j+1}_j)\), update (or recompute) matrices \(A_{j+1}\) and \(H_{j+1} \in S^n_+\) (if necessary) and the correction vector \(s^{j+1}\).

**End.**

The following corollary shows that the full-step adjoint-based SCP algorithm generates an iterative sequence that converges linearly to a KKT point of (P).

**Corollary 2.5.1.** Let \(\hat{Z}^* \neq \emptyset\) and \(\hat{z}^* \in \hat{Z}^*\). Suppose that Assumption A.2.4.1 holds and that problem (P) is strongly regular at \(\hat{z}^*\) (in the sense of Definition
2.4.1. Suppose further that Assumption A.2.4.3a) is satisfied in $B(\hat{z}^*, r_z)$. Then there exists a neighborhood $B(\hat{z}^*, r_z)$ of $\hat{z}^*$ such that, in this neighborhood, the convex subproblem $P(x^j, A_j, H_j)$ has a unique KKT point $z^{j+1}$ for any $z^j \in B(\hat{z}^*, r_z)$. Moreover, if, in addition, Assumption A.2.4.3b) holds then the sequence $\{z^j\}_{j=0}^\infty$ generated by Algorithm 2.5.1 starting from $z^0 \in B(\hat{z}^*, r_z)$ satisfies:

$$
\|z^{j+1} - \hat{z}^*\| \leq (\hat{\alpha} + \hat{c}_1 \|z^j - \hat{z}^*\|) \|z^j - \hat{z}^*\|, \quad \forall j \geq 0,
$$

where $0 \leq \hat{\alpha} < 1$ and $0 \leq \hat{c}_1 < +\infty$ are given constants. Consequently, this sequence converges linearly to $\hat{z}^*$, the unique KKT point of $(P)$ in $B(\hat{z}^*, r_z)$.

**Proof.** The estimate (2.5.1) follows directly from Theorem 2.4.2 by taking $\xi_k = 0$ for all $k$. The remaining statement is a consequence of (2.5.1).

If $A_j = g'(x^j)$ then Algorithm 2.5.1 collapses to the full-step SCP algorithm considered in [189]. The local convergence of this variant follows similarly from Theorem 2.4.4.

**Remark 2.5.1.** The adjoint-based variant, Algorithm 2.5.1, is a generalization of the SSDP methods in [44, 66] or the SQP method presented in [107] when the subproblems of the form $P(z^j, A_j, H_j)$ are convex.

## 2.6 Conclusion

In this chapter, we have proposed a generic algorithmic framework which we call **adjoint-based predictor-corrector sequential convex programming** to treat parametric optimization problems. This method is a combination of three ingredients, namely sequential convex programming, predictor-corrector path-following and adjoint-based optimization. Under the strong regularity assumption, Assumption A.2.4.3a), and Assumption A.2.4.3b) we have proved that the tracking errors between the true KKT points of problem $P(\xi)$ and the approximate ones provided by the algorithm are nonincreasing and therefore bounded. While the strong regularity concept is standard in optimization and nonlinear analysis, the two last assumptions are needed in any Newton-type algorithm. The main advantage of this algorithm is that it is suitable to treat nonlinear model predictive control applications which contain certain general convex constraints and may have expensive sensitivity evaluations. When the exact Jacobian of the constraint function is used, we obtain a variant of APCSCP which we call PCSCP. The first algorithm has been specified to the nonparametric case to obtain a full-step adjoint-based SCP method for
solving nonconvex programming problems. The local linear convergence of this algorithm is an immediate consequence of the general contraction theorem.
Chapter 3

SCP applications in optimal control

Optimal control is one main area where optimization algorithms can be of benefit. The problem obtained from any direct transcription of an optimal control problem is a finite dimensional optimization problem. In other words, the core procedure in the numerical solution of an optimal control problem is an optimization algorithm. In model predictive control, methods based on optimization techniques also require one to solve at each sampling time an optimization problem to calculate a feedback for the next sampling time. The aim of this chapter is to test the performance of the two algorithms, Algorithms 2.3.1 and 2.5.1, presented in Chapter 2 for solving a nonlinear model predictive control problem as well as an optimal control problem, respectively.

3.1 NMPC of a hydro power plant

In this section, a nonlinear model predictive control (NMPC) problem of a hydro power valley (HPV) is considered. We focus on tracking the steady state of the dynamic system under the effect of uncertainties in some input parameters. The full model of this problem was published in [167] as a benchmark problem. We first apply the multiple shooting method [27] to transform the optimal control at each time interval into a large-scale parametric optimization problem. Then Algorithm 2.3.1 in Chapter 2 is applied to solve this parametric optimization
problem. We note that this problem possesses a quadratic constraint which can be treated directly in Algorithm 2.3.1 compared to conventional approaches.

Dynamic model

We consider a hydro power plant composed of several subsystems connected together. The system includes six dams with turbines $D_i$ ($i = 1, \ldots, 6$) located along a river and three lakes $L_1, L_2$ and $L_3$ as visualized in Fig. 3.1. Here, $U_1$ is a duct connecting lakes $L_1$ and $L_2$; $T_1$ and $T_2$ are ducts equipped with turbines and $C_1$ and $C_2$ are ducts equipped with turbines and pumps. The flows through the turbines and pumps are the controlled variables. The complete model with all the parameters can be found in [167].

![Figure 3.1: Overview of the hydro power plant.](image)

The dynamics of the lakes is given by:

$$\frac{\partial h(t)}{\partial t} = \frac{q_{\text{in}}(t) - q_{\text{out}}(t)}{S},$$  

(3.1.1)

where $h(t)$ is the water level and $S$ is the surface area of the lakes; $q_{\text{in}}$ and $q_{\text{out}}$ are the input and output flows, respectively. The dynamics of the reaches $R_i$ ($i = 1, \ldots, 6$) is described by the one-dimensional Saint-Venant partial differential equation:

$$\left\{\begin{array}{l}
\frac{\partial q(t,y)}{\partial y} + \frac{\partial s(t,y)}{\partial t} = q_i(t), \\
\frac{1}{g} \frac{\partial}{\partial t} \left( \frac{q(t,y)}{s(t,y)} \right) + \frac{1}{2g} \frac{\partial}{\partial y} \left( \frac{q^2(t,y)}{s^2(t,y)} \right) + \frac{\partial h(t,y)}{\partial y} + I_f(t,y) - I_0(y) = 0.
\end{array}\right. \quad (3.1.2)$$
Here, \( y \) is the spatial variable along the flow direction of the river, \( q(\cdot, \cdot) \) is the river flow (or discharge), \( s(\cdot, \cdot) \) is the wetted surface, \( h(\cdot, \cdot) \) is the water level with respect to the river bed, \( g \) is the gravitation acceleration, \( I_f \) is the friction slope, \( I_0 \) is the river bed slope, and \( q_l \) is the lateral inflow per space unit. The relation between \( s \) and \( h \) is given by \( h(t, y) = w_d(y) s(t, y) \), where \( w_d(y) \) is the river width. Note that, by using the first equation of (3.1.2) with the condition \( q_l(t) \equiv 0 \), we can simplify the second equation of (3.1.2) as follows:

\[
\frac{\partial q}{\partial t} = -\frac{q}{w_d h} \frac{\partial q}{\partial y} + g w_d h (I_0 - I_f) + \left( \frac{1}{w_d} \frac{q^2}{h^2} - g w_d h \right) \frac{\partial h}{\partial y}.
\] (3.1.3)

We first discretize the first equation of (3.1.2) and (3.1.3) and compute the steady states of these equations by fixing some parameters. The obtained steady states will be used as the functions for the initial conditions of \( q \) and \( h \) at \( t = 0 \). We refer to [167] for more details.

The partial differential equations (3.1.2)-(3.1.3) can be discretized by applying the method of lines in order to obtain a system of ordinary differential equations. Stacking all the equations together, we represent the dynamics of the system by:

\[
\dot{w}(t) = f(w, u), \ w(t_0) = w_0,
\] (3.1.4)

where the state vector \( w \in \mathbb{R}^{n_w} \) includes all the flows and the water levels, \( u \in \mathbb{R}^{n_u} \) represents the input vector and \( w_0 \) is a given initial state. The dynamic system consists of \( n_w = 259 \) states and \( n_u = 10 \) controls. The control inputs are the flows going in the turbines, the ducts and the reaches.

**Nonlinear MPC formulation**

We are interested in the following NMPC setting:

\[
\begin{align*}
\min_{w, u} & \quad J(w(\cdot), u(\cdot)) \\
\text{s.t.} & \quad \dot{w} = f(w, u), \ w(t) = w_0(t), \\
& \quad u(\tau) \in U, \ w(\tau) \in W, \ \tau \in [t, t + T] \\
& \quad w(t + T) \in \mathcal{R}_T,
\end{align*}
\] (3.1.5)

where the objective function \( J(w(\cdot), u(\cdot)) \) is given by:

\[
J(w(\cdot), u(\cdot)) := \int_t^{t+T} \left[ (w(\tau) - w_s)^T P(w(\tau) - w_s) + (u(\tau) - u_s)^T Q(u(\tau) - u_s) \right] d\tau \\
+ (w(t + T) - w_s)^T S(w(t + T) - w_s).
\] (3.1.6)
Here $P, Q$ and $S$ are given symmetric positive definite weighting matrices, and $(w_s, u_s)$ is a steady state of the dynamics (3.1.4). The control variables are bounded by lower and upper bounds, while some state variables are also bounded and the others are unconstrained. Consequently, $W$ and $U$ are boxes in $\mathbb{R}^{n_w}$ and $\mathbb{R}^{n_u}$, respectively, but $W$ is not necessarily bounded. The terminal region $R_T$ is a control-invariant ellipsoidal set centered at $w_s$ of radius $r > 0$ and scaling matrix $S$, i.e.:

$$R_T := \{ w \in \mathbb{R}^{n_w} \mid (w - w_s)^T S (w - w_s) \leq r \}. \quad (3.1.7)$$

To compute matrix $S$ and the radius $r$ in (3.1.7) the procedure proposed in [40] can be used. In [105] it has been shown that the receding horizon control formulation (3.1.5) ensures the stability of the closed-loop system under mild assumptions. Therefore, the aim of this example is to track the steady state of the system and to ensure the stability of the system by satisfying the terminal constraint along the moving horizon. To have a more realistic simulation we added a disturbance to the input flow $q_{in}$ at the beginning of the reach $R_1$ and the tributary flow $q_{tributary}$.

The matrices $P$ and $Q$ have been set to:

$$P := \text{diag}(\frac{0.01}{(w_s)^2_i + 1} : 1 \leq i \leq n_w), \quad Q := \text{diag}(\frac{4}{(u_l + u_b)^2_i + 1} : 1 \leq i \leq n_u),$$

where $u_l$ and $u_b$ are the lower and upper bound of the control input $u$, respectively.

**A short description of the multiple shooting method**

We briefly describe the multiple shooting formulation [27] which we use to discretize the continuous time problem (3.1.5). The time horizon $[t, t + T]$ of $T = 4$ hours is discretized into $H_p = 16$ shooting intervals with $\Delta \tau = 15$ minutes such that $\tau_0 = t$ and $\tau_{i+1} := \tau_i + \Delta \tau$ $(i = 0, \ldots, H_p - 1)$. The control $u(\cdot)$ is parametrized by using a piecewise constant function $u(\tau) = u_i$ for $\tau_i \leq \tau \leq \tau_i + \Delta \tau$ $(i = 0, \ldots, H_p - 1)$.

Let us introduce $H_p + 1$ shooting node variables $s_i$ $(i = 0, \ldots, H_p)$. Then, by integrating the dynamic system $\dot{w} = f(w, u)$ in each interval $[\tau_i, \tau_i + \Delta \tau]$, the continuous dynamic (3.1.4) is transformed into the nonlinear equality constraints of the form:

$$g(x) + M\xi := \begin{bmatrix} s_0 - \xi \\
(s_0, u_0) - s_1 \\
\vdots \\
(w(s_{H_p-1}, u_{H_p-1}) - s_{H_p}) \end{bmatrix} = 0. \quad (3.1.8)$$
Here, vector $x$ combines all the controls and shooting node variables $u_i$ and $s_i$ as $x := (s_0^T, u_0^T, \ldots, s_{H_p-1}^T, u_{H_p-1}^T, s_{H_p}^T)^T$, $\xi$ is the initial state $w_0(t)$ which is considered as a parameter, and $w(s_i, u_i)$ is the result of the integration of the dynamics from $\tau_i$ to $\tau_i + \Delta \tau$ where we set $u(\tau) = u_i$ and $w(\tau_i) = s_i$.

The objective function (3.1.6) is approximated by:

$$f(x) := \sum_{i=0}^{H_p-1} [(s_i - w_s)^T P(s_i - w_s) + (u_i - u_s)^T Q(u_i - u_s)] + (s_{H_p} - w_s)^T S(s_{H_p} - w_s),$$

while the constraints are imposed only at $\tau = \tau_i$, the beginning of the intervals, as:

$$s_i \in W, \ u_i \in U, \ s_{H_p} \in \mathbb{R}^T, (i = 0, \ldots, H_p - 1).$$

If we define $\Omega := U^{H_p} \times (W^{H_p} \times \mathbb{R}_T) \subset \mathbb{R}^{n_x}$ then $\Omega$ is convex. Moreover, the objective function (3.1.9) is convex quadratic. Therefore, the resulting optimization problem is indeed of the form $P(\xi)$. Note that $\Omega$ is not a box but a curved convex set due to $\mathbb{R}_T$.

The nonlinear program to be solved at every sampling time has 4563 decision variables and 4403 equality constraints. We note that the equality constraint functions and their derivatives are expensive to evaluate due to the ODE integration.

**Numerical simulation**

Before presenting the simulation results, we give some details on the implementation. To evaluate the performance of the methods proposed in this section we implemented the following algorithms:

- Full-NMPC – the nonlinear program obtained by multiple shooting is solved at every sampling time to convergence by several SCP iterations.
- PCSCP – the implementation of Algorithm 2.3.1 using the exact Jacobian matrix of $g$.
- APCSCP – the implementation of Algorithm 2.3.1 with approximated Jacobian of $g$. Matrix $A_k$ is fixed at $A_k = g'(x^0)$ for all $k \geq 0$, where $x^0$ is approximately computed off-line by performing the SCP algorithm (the exact variant of Algorithm 2.5.1) to solve the nonlinear programming $P(\xi)$ with $\xi = \xi_0 = w_0(t)$. 

• RTGN – the solution of the nonlinear program is approximated by solving a quadratic program obtained by linearizing the dynamics and the terminal constraint $s_{H_p} \in \mathcal{R}_T$. The exact Jacobian $g'(\cdot)$ of $g$ is used. This method can be referred to as a classical real-time iteration [53] based on the constrained Gauss-Newton method [27, 48].

To compute the control-invariant set $\mathcal{R}_T$ a mixed Matlab and C++ code has been used. The computed value of $r$ is 1.687836, while the matrix $S$ is dense, symmetric and positive definite.

The quadratic programs (QPs) and the quadratically constrained quadratic programming problems (QCQPs) arising in the algorithms we implemented can be efficiently solved by means of interior point or other methods [31, 143]. In our implementation, we used the commercial solver CPLEX which can deal with both types of problems.

All the tests have been implemented in C++ running on a 16 cores 2.7GHz Intel®Xeon CPUs workstation with 12 GB of RAM. We used CasADi, an open source C++ package [5] which implements automatic differentiation to calculate the derivatives of the functions and offers an interface to CVODES from the Sundials package [170] to integrate the ordinary differential equations and compute the sensitivities. The integration has been parallelized by using OpenMP.

In the full-NMPC algorithm we performed at most 5 SCP iterations for each time interval. We stopped the SCP algorithm when the relative infinity-norm of the search direction as well as of the feasibility gap reached the tolerance $\varepsilon = 10^{-3}$. To have a fair comparison of the different methods, the starting point $x^0$ of the PCSCP, APCSCP and RTGN algorithms has been set to the solution of the first full-NMPC iteration.

The disturbances on the flows $q_{in}$ and $q_{tributary}$ were generated randomly and varying from 0 to 30 and 0 to 10, respectively. All the simulations were perturbed with the same disturbance scenario.

We simulated the algorithms for $H_p = 30$ time intervals. The average computational time required by the four methods is summarized in the first part of Table 3.1. Here, $\text{AvEvalTime}$ is the average time in seconds needed to evaluate the function $g$ and its Jacobian; $\text{AvSolTime}$ is the average time for solving the QP or QCQP problems; $\text{AvAdjTime}$ is the average time for evaluating the adjoint direction $g'(x^k)^T y^k$ in Algorithm 2.3.1; $\text{Total}$ corresponds to the sum of the previous terms and some preparation time. On average, the full-NMPC algorithm needed 3.32 iterations to converge to a solution.

The second part of Table 3.1 represents the minimum and maximum time corresponding to the evaluation of the function and its Jacobian, the solution of
Table 3.1: The average computational time of four methods

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-NMPC</td>
<td>219.655 (82.43%)</td>
<td>46.804 (17.56%)</td>
<td>-</td>
<td>266.483</td>
</tr>
<tr>
<td>PCSCP</td>
<td>57.724 (89.23%)</td>
<td>7.627 (10.76%)</td>
<td>-</td>
<td>64.690</td>
</tr>
<tr>
<td>RTGN</td>
<td>58.095 (95.85%)</td>
<td>2.511 (4.14%)</td>
<td>-</td>
<td>60.608</td>
</tr>
<tr>
<td>APCSCP</td>
<td>0.443 (4.73%)</td>
<td>8.512 (78.90%)</td>
<td>1.527 (16.31%)</td>
<td>9.364</td>
</tr>
</tbody>
</table>

Methods [min, max] [min, max] [min, max] [min, max]
Full-NMPC [164.884, 302.288] [13.489, 114.899] - [179.664, 397.861]
PCSCP [52.162, 70.776] [4.427, 15.476] - [59.881, 86.258]
RTGN [52.971, 68.021] [2.265, 2.943] - [55.680, 70.333]
APCSCP [0.402, 0.596] [4.806, 13.110] [1.331, 1.862] [5.323, 14.153]

It can be seen from Table 3.1 that evaluating the function and its Jacobian matrix costs approximately 82% to 96% of the total time. On the other hand, solving a QCQP problem is approximately $2 - 5$ times more expensive than solving a QP problem. The computationally expensive step at every iteration is the integration of the dynamics and its linearization. The average computational
The time of PCSCP and RTGN is similar, while the time consumed in APCSCP is approximately six times less than PCSCP.

The closed-loop control profiles of the simulation are illustrated in Figures 3.2 and 3.3. Here, the first figure shows the flows in the turbines and the ducts of lakes $L_1$ and $L_2$, while the second one plots the flows to be controlled in the reaches $R_i$ ($i = 1, \ldots, 6$). We can observe that the control profiles achieved by PCSCP as well as APCSCP are close to the profiles obtained by Full-NMPC, while the results from RTGN oscillate in the first intervals due to the violation of the terminal constraint. The terminal constraint in the PCSCP was active in many iterations.
Figure 3.4: The relative feasibility and optimality gaps of PCSCP, APCSCP, RTGN and Full-NMPC.

Figure 3.5: The relative differences between the approximate solution of Full-NMPC and PCSCP, APCSCP and RTGN.

Figure 3.4 shows the relative feasibility and optimality gaps of the four methods, where:

Relative Feasibility Gap := \|g(x^k) + M\xi_{k+1}\|_\infty / \max\{1.0, \|g(x^0) + M\xi_0\|_\infty\}

and

Relative Optimality Gap := \|\nabla_x \tilde{L}(x^k, \lambda^k)\|_\infty / \max\{1.0, \|\nabla f(x^0)\|_\infty\},
with $\tilde{L}$ being the “full” Lagrange function of the optimization problem obtained from $P(\xi)$ by fixing $\xi$ at $\xi = \xi_{k+1}$. While the relative optimality gaps vary in the range $[0.01, 0.05]$ the feasibility gaps in PCSCP and Full-NMPC are smaller than in APCSCP and RTGN. The relative differences between the approximate solution of Full-NMPC and the approximate solutions of three other methods, The relative solution differences $:= \left\| (x^k - x^{k}_{\text{full-nmpc}})/ \max\{ |x^k_{\text{full-nmpc}}|, 1\} \right\|_{\infty}$, are plotted in Figure 3.5. These quantities in PCSCP and APCSCP are smaller than in RTGN. This happens because the linearization of the quadratic constraint can not adequately capture the shape of the terminal constraint $s_{H_p} \in \mathcal{R}_T$. The relative solution differences in APCSCP are as good as in PCSCP.

### 3.2 Time optimal trajectory planning problem

Time optimal control problems with geometric path appear frequently in mechanical engineering and industrial applications of robotic manipulators [2, 41, 156, 173, 174, 209]. In this section, we first propose a simple mathematical model for a time optimal trajectory planning problem of a car motion. Then, we show how to solve this optimal control problem by applying a direct transcription and Algorithm 2.5.1 proposed in the previous chapter.

Mathematically, based on a given reference path parameterization in a path coordinate system, the dynamic system of the car motion that we consider in this section is expressed as a differential-algebraic equation (DAE) with respect to pseudo time. The differential part of the dynamic system is linear while the algebraic part is nonlinear. The time optimal problem based on this dynamic system is described as an optimal control problem. Then, by a change of variables, the objective function of the later problem is transformed into a convex function [41, 156, 209] and the whole problem is again reformulated as an optimal control problem in the path coordinate system. To solve this problem, a direct transcription method is applied to transform it into a nonlinear optimization problem. Fortunately, this problem preserves the convexity of the objective function and the “near linearity” of the constraints. Then Algorithm 2.5.1 in Chapter 2 is applied to solve the resulting problem. Note that if SQP methods or IP methods are applied directly, they do not take into account the structure of the last problem. Therefore, we apply Algorithm 2.5.1 which exploits the specific structure of the problem and then uses freely available software [82, 125, 181, 204] for solving the convex subproblems. The numerical results show that Algorithm 2.5.1 requires few iterations to reach an optimal solution. In principle, our approach in this section can be extended to the time
optimal trajectory planning for robot control problems [156, 209] with a freedom to choose the geometric path.

**Problem formulation**

We consider a motion of a car along a given road shown in Figure 3.6. The car moves along the road based on a reference trajectory from $A$ to $B$ with the width fixed at $2b_{max}$. Suppose that we allow the car to deviate from both sides of the reference trajectory but keep moving inside the road. The aim is to find a control trajectory to steer the car from $A$ to $B$ in minimum time.

In order to formulate this problem, we consider a given path $r(s) = (x(s), y(s))$ of the car compounded by two components $x(s)$ and $y(s)$ in the Cartesian coordinate system, where $s$ is a scalar path coordinate (i.e. the arc length $s$). Let $r_0(s) := (x_0(s), y_0(s))$ represent the reference trajectory of the road. The actual position of the car is expressed by:

$$r(s) = r_0(s) + b(s)n_0(s), \quad (3.2.1)$$

where $n_0(s)$ is the normal vector of $r_0(s)$ and $b(s)$ is the deviation from the reference trajectory. The path coordinate $b(s)$ determines the spatial geometry of the path, whereas the trajectory’s time dependence follows from the relation $s(t)$. Without loss of generality, we assume that the trajectory starts at $t = 0$ and ends at $t = T$ such that $s(0) = 0 \leq s(t) \leq s(T) = 1$. By using the chain rule, the velocities $v(s)$ and the accelerations $a(s)$ of the motion can be expressed as:

$$v(s) = \dot{r}(s) = r'(s)\dot{s}, \quad a(s) = \ddot{r}(s) = r''(s)\dot{s}^2 + r''(s)\dot{s}^2, \quad (3.2.2)$$

where $\dot{s} = \frac{ds}{dt}$, $\ddot{s} = \frac{d^2s}{dt^2}$, $r'(s) = \frac{\partial r(s)}{\partial s}$, and $r''(s) = \frac{\partial^2 r(s)}{\partial s^2}$. Taking the first and the second order derivatives with respect to $s$ in (3.2.1) and using the same
We assume that the acceleration is controlled by a driver and can vary in four directions (forward, backward, left and right) up to a given limit. More precisely, we have:
\[ a \leq D(s)a(s) \leq \bar{a}, \tag{3.2.5} \]
where \( a = (a_t, a_n) \) and \( \bar{a} = (\bar{a}_t, \bar{a}_n) \) are the lower and the upper bounds of the acceleration \( a \) with respect to the two directions and \( D(s) := \left[ \frac{r'(s)^T}{||r'(s)||} \right] \) is the normalized matrix.

A time optimal trajectory planning problem minimizes the time \( T \) of the car motion from \( A \) to \( B \). By using the same technique as in \([156, 209]\) we can write:
\[ T = \int_0^T dt = \int_{s(0)}^{s(T)} ds \frac{ds}{\dot{s}}. \tag{3.2.6} \]
If we denote \( e(s) := \dot{s} \) and \( f(s) := \dot{s}^2 \) then, by the chain rule, we have:
\[ \dot{f}(s) = f'(s)\dot{s} = 2\dot{s}\ddot{s} = 2e(s)\ddot{s}. \tag{3.2.7} \]
By assumption that \( \dot{s} > 0 \) almost everywhere, it follows from (3.2.7) that:
\[ f'(s) = 2e(s), \tag{3.2.8} \]
For notational simplicity, we denote by \( p_0(s) := r'_0(s), p_1(s) := n'_0(s), p_2(s) := n_0(s), q_0(s) := r''_0(s) \) and \( q_1(s) := n''_0(s) \). Then the acceleration \( a(s) \) in (3.2.4) is expressed as follows:
\[ a(s) = [p_0(s) + b(s)p_1(s) + b'(s)p_2(s)]\ddot{s} \tag{3.2.9} \]
\[ + [q_0(s) + b(s)q_1(s) + 2b'(s)p_1(s) + b''(s)p_2(s)]\dot{s}^2. \]
By introducing new variables \( \ddot{a}(s) := D(s)a(s), c(s) := b'(s) \) and \( d(s) := c'(s) \) and substituting them into (3.2.9) and (3.2.6), we obtain the following optimal
control problem:

$$\min_{a(\cdot), b(\cdot), c(\cdot), d(\cdot), e(\cdot), f(\cdot)} \int_0^1 \frac{ds}{\sqrt{f(s)}}$$

s.t. $\tilde{a}(s) = D(s)[p_0(s) + b(s)p_1(s) + c(s)p_2(s)]e(s) + D(s)[q_0(s) + b(s)q_1(s) + 2c(s)p_1(s) + d(s)p_2(s)]f(s)$

$$b'(s) = c(s), \quad b'(s) = d(s), \quad f'(s) = 2e(s), \quad \quad (3.2.10)$$

for all $s \in [0, 1]$. The notation $b_0$ and $b_T$ present the starting and finishing positions of the car, respectively. In most cases, $\dot{s}_0$ and $\dot{s}_T$ can be set to zero.

Note that (3.2.10) is an optimal control problem. Here, the dynamic system is a differential algebraic equation system (DAE) of pseudo time $s$, three differential states $b, c$ and $f$, one two-dimensional algebraic state $\tilde{a}$ and two inputs $e$ and $d$.

As a particular case, we show that if $b_{\text{max}} = 0$ then problem (3.2.10) turns out to be convex [209].

**Lemma 3.2.1.** If $b_{\text{max}} = 0$ then problem (3.2.10) is convex.

**Proof.** Note that the dynamic system part and the constraints from the fourth to the sixth lines of problem (3.2.10) are linear. If $b_{\text{max}} = 0$ then it follows from the last line of (3.2.10) that $b(s) = 0$ for all $s \in [0, 1]$. Using the fourth and fifth lines we have $c(s) = 0$ which implies $d(s) = 0$ for $s \in [0, 1]$. From the definition of $D(s)$, it is easy to show that $D(s)$ is independent of $e(\cdot)$ and $f(\cdot)$. Substituting $b(s) = 0$, $c(s) = 0$, $d(s) = 0$ and $D(s)$ into the first constraint we obtain $\tilde{a}(s) = D(s)p_0(s)e(s) + D(s)q_0(s)f(s)$ which is linear. \[ \square \]

**Numerical solution**

We first transform the optimal control problem (3.2.10) into a nonlinear programming problem. Then we show how to apply Algorithm 2.5.1 in Chapter 2 to solve the resulting problem.
**Direct transcription for optimal control and condensing**

In order to transform the optimal control problem (3.2.10) into a finite dimensional optimization problem, we first discretize the pseudo-time interval $[0, 1]$ in the path coordinate $s$ by $0 = s_0 < s_1 < \cdots < s_N = 1$, with $N + 1$ grid points $s_k$. Then, we parameterize the controls $d(\cdot)$ and $e(\cdot)$ by the piecewise constant functions $\hat{d}$ and $\hat{e}$ such that:

$$
\hat{d}(s) = d^k := d(s^k), \quad \hat{e}(s) = e^k := e(s^k), \quad \forall s \in [s_k, s_{k+1}), \quad 0 \leq k \leq N - 1.
$$

By integrating the differential part of the dynamic systems of (3.2.10), we obtain a discretization of the state variables $b$, $c$ and $f$ as $c^{k+1/2} := \hat{c}(s^{k+1/2}) = (c^k + c^{k+1})/2$, $b^{k+1/2} := \hat{b}(s^{k+1/2}) = b^k + c^k \Delta s_k/2 + d^k \Delta s_k^2/8$ and $f^{k+1/2} := \hat{f}(s^{k+1/2}) = (f^k + f^{k+1})/2$. The function $\tilde{a}(\cdot)$ is evaluated at the middle points $s^{k+1/2} = (s_k + s_{k+1})/2$ of $[s_k, s_{k+1}]$ for all $k = 0, \ldots, N - 1$ which means that $\tilde{a}^k := \tilde{a}(s^{k+1/2})$. All the coefficient functions $p_0$, $p_1$, $p_2$, $q_0$ and $q_1$ and the normalized matrix mapping $D$ are evaluated at the middle points $s^{k+1/2}$ and their values denote by $p_0^k$, $p_1^k$, $p_2^k$, $q_0^k$, $q_1^k$ and $D^k$ for all $k = 0, \ldots, N - 1$, respectively.

Next, we approximate the objective function $J(\cdot)$ by:

$$
J(\hat{a}, b, c, d, e, f) := \int_0^1 \frac{ds}{\sqrt{f(s)}} \approx \sum_{k=0}^{N-1} \frac{2 \Delta s_k}{\sqrt{f^k + f^{k+1}}},
$$

Put things together, we finally obtain the following nonlinear program:

$$
\min_{\hat{a}, b, c, d, e, f} \quad J(\tilde{a}, b, c, d, e, f) := \sum_{k=0}^{N-1} \frac{2 \Delta s_k}{\sqrt{f^k + f^{k+1}}},
$$

s.t. $\tilde{a}^k = D^k[p_0^k + p_1^k b^{k+1/2} + p_2^k c^{k+1/2}]c^k$

$$+ D^k[q_0^k + q_1^k b^{k+1/2} + 2 p_1^k c^{k+1/2} + p_2^k d^k]f^{k+1/2},$$

$$b^{k+1} - b^k = \Delta s_k c^k + \frac{1}{2} \Delta s_k^2 d^k,$$

$$c^{k+1} - c^k = \Delta s_k d^k, \quad f^{k+1} - f^k = 2 \Delta s_k e^k,$$

$$f^0 = \tilde{s}_0^2, \quad f^N = \tilde{s}_T^2, \quad b^0 = b_0, \quad b^N = b_T,$$

$$f^k \geq 0, \quad -b_{\max} \leq b^k \leq b_{\max}, \quad a_{\min}^k \leq \tilde{a}^k \leq a_{\max}^k,$$

for all $k = 0, \ldots, N - 1$. 
Let us introduce a new vector $z := (\tilde{a}_0, \tilde{a}_0^2, \ldots, \tilde{a}_0^{N-1}, \tilde{a}_1, \tilde{a}_1^2, \ldots, f^0, \ldots, f^N)^T$ in $\mathbb{R}^{7(N+2)}$ and new functions:

$$F(z) := \sum_{k=0}^{N-1} \frac{2\Delta s_k}{\sqrt{f^k} + \sqrt{f^{k+1}}},$$

and $G(z) := (G^0(z)^T, G^1(z)^T, \ldots, G^{N-1}(z)^T)^T$ where:

$$G^k(z) := D^k[p_0^k + p_1^kb^{k+1/2} + p_2^kc^{k+1/2}]e^k$$

$$+ D^k[q_0^k + q_1^kb^{k+1/2} + 2p_1^kc^{k+1/2} + p_2^kd^k]f^{k+1/2} - \tilde{a}^k. \quad (3.2.12)$$

We also define $\Omega$, a subset in $\mathbb{R}^{7(N+2)}$ which consists of all the linear constraints of $(3.2.11)$. Then, problem $(3.2.11)$ can be rewritten in a short form:

$$\begin{align*}
\min_{z \in \mathbb{R}^{7(N+2)}} & \quad F(z) \\
\text{s.t.} & \quad G(z) = 0, \quad z \in \Omega.
\end{align*}$$

Note that the objective function $F(z)$ and the constraint set $\Omega$ of problem $(3.2.11)$ is convex, while the equality constraint $G(z) = 0$ is nonlinear. In addition, according to Lemma 3.2.1, if $b, c$ and $d$ are fixed then $G(z)$ is linear.

Since the convexity is preserved under any linear transformation, we can eliminate the variables $b^k, c^k$ and $f^k$ in $(3.2.11)$ to reduce the size of this problem. Such a technique is called condensing [50]. We introduce new variables $\tilde{a} := (\tilde{a}_1^0, \tilde{a}_2^0, \ldots, \tilde{a}_1^{N-1}, \tilde{a}_2^{N-1})^T$, $u := (c^0, a^0, \ldots, d^{N-1})^T$ and $e := (e^0, \ldots, e^{N-1})^T$. Then, using the notation $\tilde{G}^k$ for the condensed form of the nonlinear constraints $(3.2.12)$, after reduction calculations, we obtain the following optimization problem:

$$\begin{align*}
\min_{\tilde{a}, u, e} & \quad J(e) := \sum_{k=0}^{N-1} \frac{2\Delta s_k}{\sqrt{P_k^T e + \tilde{s}_0^2} + \sqrt{P_{k+1}^T e + \tilde{s}_0^2}} \\
\text{s.t.} & \quad \tilde{G}^k(\tilde{a}^k, u, e) = 0, \quad k = 0, \ldots, N - 1, \\
& \quad r^Tu = b_T - b_0, \\
& \quad q^Te = \tilde{s}_2^T - \tilde{s}_0^2, \\
& \quad Pe + \tilde{s}_0^2 b_f \geq 0, \\
& \quad (-b_{\max} - b_0) b \leq Nu \leq (b_{\max} - b_0) b, \\
& \quad \tilde{a} \leq \tilde{a}^k \leq \tilde{a}, \quad k = 0, \ldots, N - 1,
\end{align*}$$

where $J(e)$ is convex, vectors $r$ and $q$ are given, $b_f$ and $1_f$ are two vectors whose components are 1, and $P$ and $N$ are two constant matrices.
If we define $w := (a^T, u^T, e^T)^T \in \mathbb{R}^{4N+1}$, $F(w) := J(e)$, $\bar{G}(w) := (\bar{G}^0(a^0, u, e)^T, \ldots, \bar{G}^{N-1}(a^0, u, e)^T)^T$ and the other linear constraints of (3.2.13) again by $\Omega$ then problem (3.2.13) can be rewritten as:

$$\begin{aligned}
\begin{cases}
\min_w & F(w) \\
\text{s.t.} & G(w) = 0, \ w \in \Omega,
\end{cases}
\end{aligned} \tag{3.2.14}$$

which collapses to the nonlinear programming problem (P) in Chapter 2. Finally, we note that using the condensing technique destroys the sparsity of the original problem.

**Convex subproblem as a second order cone program**

To apply the SCP method, Algorithm 2.5.1 in Chapter 2, the nonlinear equality constraint $G(w) = 0$ of (3.2.14) is linearized at the current iteration $w^p$ as:

$$G'(w^p) \Delta w + G(w^p) = 0,$$

where $G'(w^p)$ is the Jacobian of $G$ at $w^p$. We observe that the subproblem $P(z^j, A_j, H_j)$ of (3.2.14) at $w^p$ has a special structure that can be reformulated as a second order cone programming (SOCP) problem, see [209]. Therefore, we can exploit freely available software such as Sedumi [181] and SDPT3 [204] to solve the resulting SOCP problem.

The main step of the SOCP transformation is specified as follows. Let us introduce new slack variables $v := (v_0, \ldots, v_N)^T$ and $t := (t_0, \ldots, t_{N-1})^T$. Then the objective function (3.2.13) becomes linear:

$$J(e, v, t) := 2 \sum_{k=0}^{N-1} \Delta_s t_k,$$

together with $2N$ additional second order convex cone constraints of the form:

$$\left\| \begin{bmatrix} 2v_k \\ P_k^T e + \dot{s}_0^2 - 1 \end{bmatrix} \right\|_2 \leq P_k^T e + \dot{s}_0^2 + 1,$$

$$\left\| \begin{bmatrix} 2 \\ v_k + v_{k+1} - t_k \end{bmatrix} \right\|_2 \leq v_k + v_{k+1} + t_k,$$

for all $k = 0, \ldots, N - 1$. Replacing this objective function and adding these second order cone constraints into problem $P(z^j, A_j, H_j)$ obtained by linearizing (3.2.14) at $w^p$ we obtain an SOCP problem. In our numerical tests below, we will solve this problem by employing Sedumi [181].
Numerical results

Suppose that the reference trajectory \( r_0(s) := (x_0(s), y_0(s)) \) is given. By a change of variables, we compute the normal vector of this trajectory as:

\[
n_0(s) = \frac{1}{\sqrt{x_0'(s)^2 + y_0'(s)^2}} (y_0'(s), -x_0'(s)) := (\cos \theta(s), \sin \theta(s)). \tag{3.2.15}
\]

Now, by using the chain rule, it follows from the definition of \( p_0, p_1, p_2, q_0 \) and \( q_1 \) that \( p_0(s) = (x_0(s), y_0'(s)), p_1(s) = (\cos \theta(s), \sin \theta(s))\theta'(s), p_2(s) = (\sin \theta(s), -\cos \theta(s)), q_0(s) = (x_0''(s), y_0''(s)) \) and \( q_1(s) = (-\sin \theta(s), \cos \theta(s))\theta'(s)^2 + (\cos \theta(s), \sin \theta(s))\theta''(s), \)

\[
\begin{align*}
\theta'(s) &= \frac{x_0'(s)y_0''(s) - x_0''(s)y_0'(s)}{x_0'(s)^2 + y_0'(s)^2}, \\
\theta''(s) &= \frac{x_0'y_0''' - x_0''y_0'' - 2(x_0'y_0'' - x_0''y_0')(x_0'y_0'' + y_0''y_0')}{(x_0'(s)^2 + y_0'(s)^2)^2}.
\end{align*}
\]

Algorithm 2.5.1 has been implemented in a Matlab package named scp-cvx and running on an Intel® Core TM2, Quad-Core Processor Q6600 (2.4GHz) PC Desktop with 3Gb RAM. We used cvx [82] as a modeling language and Sedumi [181] as a SOCP solver. In order to ensure the convergence, a back tracking line-search procedure has been implemented in Algorithm 2.5.1. We terminated Algorithm 2.5.1 if both the relative feasibility gap and the norm of the search direction reached \( 10^{-6} \). We chose the number of grid points \( N := 50 \) and the parameters \( a := (-50, -10)^T, \) \( \dot{a} := (10, 10)^T, \) \( b_{\text{max}} := 1, \) \( \bar{s}_0 = \bar{s}_T := 0 \) and \( b_0 = b_T := 0. \) The sampling time was \( \Delta s_k = \Delta = (s_T - s_0)/N := 1/N \) for all \( k = 0, \ldots, N - 1. \) We test three cases as follows.

Case I: As in [156], we consider the following reference trajectory:

\[
\begin{align*}
x_0(s) &= 50(s - 0.5), \\
y_0(s) &= 200s^3 - 300s^2 + 100s. \tag{3.2.16}
\end{align*}
\]

With this choice, the Algorithm 2.5.1 required 10 iterations and 35 function evaluations. The results are shown in Figures 3.7 and 3.8. Here, Figure 3.7 presents the actual trajectory of the car which shows that the trajectory touches the highest bended parts of the trajectory. At the beginning motion, the trajectory is bended with a relatively big angle due to the low velocity. The vectors of velocities \( v(\cdot) \) and accelerations \( a(\cdot) \) of the car motion are shown in Figure 3.8, where the horizontal axis represents the \( s \)-coordinate and the vertical axis represents the velocities and accelerations in two directions \( x \) and \( y. \) The dashed path indicates the velocity or the acceleration along the \( x \)-axis while the dashed-dotted ones are the velocity and acceleration via the \( y \)-axis.
Case II: In the second case, we parameterize the reference trajectory as follows:

\[
\begin{align*}
    x_0(s) &= 24\pi(s - 0.5), \\
y_0(s) &= 6\sin(4\pi(s - 0.5)).
\end{align*}
\]

Then, the actual trajectory of the car is plotted in Figure 3.9. Similar to Case I, the trajectory is bended at the beginning motion. Figure 3.10 shows the velocities \(v(\cdot)\) and the accelerations \(a(\cdot)\) of the car, respectively.
Case III: Finally, we choose the following parameterization:

\[
\begin{align*}
x_0(s) &= \left[20 + 10 \cos(4\pi s)\right] \cos(2\pi s), \\
y_0(s) &= \left[20 + 10 \cos(4\pi s)\right] \sin(2\pi s).
\end{align*}
\]

Then the actual trajectory of the car is plotted in Figure 3.11. Figure 3.12 shows the velocities \(v(\cdot)\) and the accelerations \(a(\cdot)\) of the car, respectively. The results and the performance of Algorithm 2.5.1 for three cases are summarized in Table
3.2. Here, \textit{iter} is the number of iterations, \textit{fun_eval} is the number of function evaluations, \textit{cpu_time} is the computational time in seconds, \textit{constr_viol} is the constraint violation and \textit{obj_val} is the objective values. We can see from this table that the number of iterations required in Algorithm 2.5.1 for these three cases is relatively small.

Table 3.2: The results and performance of Algorithm 2.5.1

<table>
<thead>
<tr>
<th>Cases</th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>iter</td>
<td>10</td>
<td>8</td>
<td>18</td>
</tr>
<tr>
<td>fun_eval.</td>
<td>21</td>
<td>17</td>
<td>36</td>
</tr>
<tr>
<td>cpu_time</td>
<td>90.16</td>
<td>83.36</td>
<td>160.81</td>
</tr>
<tr>
<td>constr_viol.</td>
<td>$1.26 \times 10^{-10}$</td>
<td>$5.83 \times 10^{-12}$</td>
<td>$1.15 \times 10^{-5}$</td>
</tr>
<tr>
<td>obj_val</td>
<td>5.0907</td>
<td>7.3180</td>
<td>10.6223</td>
</tr>
</tbody>
</table>
Chapter 4

Inner convex approximation methods for a class of nonconvex SDP problems

4.1 A short literature review and contribution

Optimization involving matrix constraints has a broad interest and applications in static state/output feedback controller design, robust stability of systems, topology optimization and financial applications, see, e.g. [11, 32, 36, 117, 119, 121]. Many problems in these fields can be reformulated as an optimization problem with linear matrix inequality (LMI) constraints [32, 119]. Those problems can be solved efficiently and reliably by means of interior point methods for semidefinite programming (SDP) [11, 147] and efficient open-source software tools such as Sedumi [181], SDPT3 [204] and SDPA [215]. However, solving optimization problems involving nonlinear matrix inequality constraints is still a big challenge in practice. Methods and algorithms for nonlinear matrix constrained optimization problems are still limited [44, 73, 117].

In control theory, many problems related to the design of a reduced-order controller can conveniently be reformulated as a feasibility problem or an optimization problem with bilinear matrix inequality (BMI) constraints by means of, for instance, Lyapunov’s theory. The BMI constraints make the problems much more difficult than the LMI ones due to their nonconvexity and possible nonsmoothness. It was shown in [24] that the optimization problems
involving BMI are NP-hard. Several approaches for solving optimization problems with BMI constraints have been proposed. For instance, Goh et al [77] considered problems in robust control by means of BMI optimization by using global optimization methods. Hol et al in [100] proposed to use a sum-of-squares approach to fixed order $\mathcal{H}$-infinity synthesis problems. Apkarian and Tuan [7] proposed local and global methods for solving BMIs which were also based on global optimization techniques. These authors further considered these problems by proposing parametric formulations and difference of two convex functions (DC) programming approaches. A similar approach can be found in [1]. However, finding a global optimum for an optimization problem with BMI constraints is in general impractical and global optimization methods are usually recommended only for low dimensional problems.

Alternatively, sequential semidefinite programming (SSDP) methods for nonlinear SDP were considered by Fares et al in [66]. These methods were applied to solve many problems in robust control. Thevenet et al [187] studied spectral SDP methods for solving problems involving BMIs arising in controller design. Another approach was based on the fact that the problems with BMI constraints can be reformulated as problems with LMI constraints coupled with additional rank constraints. In [151] Orsi et al developed a Newton-like method for solving problems of this type.

In this chapter, we propose two local optimization methods for solving a class of nonconvex semidefinite programming problems. In particular, these methods can be applied to solve optimization problems with BMI constraints.

**Contribution of Chapter 4.** The contribution of this chapter consists of the following three points:

a) We propose a local optimization algorithm for finding stationary points of a class of nonconvex semidefinite programming problems. This algorithm can be viewed as a generalization of classical inner convex approximation methods [9, 128]. A variant of this approach is derived which we call the generalized convex-concave decomposition algorithm. The later algorithm can be considered as a generalization of the DC algorithm (DCA) studied in [62, 157, 178] for scalar functionals.

b) We prove the convergence of both algorithms to a stationary point of the original problem under the standard assumptions which are usually required in nonconvex semidefinite programming.

c) As a particular case, we show that these algorithms can be applied to solve optimization problems with BMI constraints by providing
some formulations to build an overestimate as well as a convex-concave decomposition for given BMI constraints.

We note that both algorithms developed in this chapter are not only a technical extension of existing methods for scalar functions because many characterizations of standard nonlinear programming are no longer preserved in nonlinear semidefinite programming, see, e.g. [171, 182]. Moreover, converting a nonlinear semidefinite programming problem into a standard nonlinear programming one usually requires some spectral functions which are related to the eigenvalues of matrix-valued mappings. The resulting problem is in general nonconvex and nonsmooth, see, e.g. [34]. In addition, the algorithms are modified by using a regularization technique to ensure the strict descent of the objective function. The advantages of these algorithms are that they are very simple to implement by employing available semidefinite programming software tools [181, 204, 215] and no globalization strategy such as line-search or filtering procedures is needed. The second method still works in practice for nonsmooth optimization problems, where the objective function and the concave parts are only subdifferentiable, but not necessarily differentiable. Note that this algorithm is different from the standard DC method in [62, 157, 178] since we work directly with positive semidefinite matrix inequality constraints instead of transforming them into DC representations as in [1, 7].

Outline of Chapter 4. This chapter is organized as follows. In Section 4.2, after recalling some concepts in semidefinite programming, we present the problem formulation and its optimality condition. Section 4.3 considers a generalized inner convex approximation method and investigates its convergence. As a variant of the generalized inner convex approximation method, a generalized convex-concave decomposition algorithm is also studied in this section. The convergence of this algorithm is also proved under standard assumptions. Besides, we also provide some convex-concave decompositions for a given BMI mapping which will be used in the next chapter. We end this chapter with some conclusion.

4.2 Problem statement and optimality condition

Generalized convexity

Let us recall the following concepts which will be used in the sequel. For given matrices $X$ and $Y$ in $S^p$, the relation $X \succeq Y$ (resp., $X \preceq Y$) means that
$X - Y \in S^p_+$ (resp., $Y - X \in S^p_+$) and $X \succeq Y$ (resp., $X \prec Y$) means $X - Y \in S^p_+$ (resp., $Y - X \in S^p_+$). The notation $X \circ Y := \text{trace}(X^T Y)$ denotes an inner product of two matrices $X$ and $Y$ defined on $S^p$, where trace$(Z)$ is the trace of matrix $Z$.

**Definition 4.2.1 ([171])**. A matrix-valued mapping $G : \mathbb{R}^n \to S^p$ is said to be positive semidefinite convex (psd-convex) on a convex subset $\Omega \subseteq \mathbb{R}^n$ if for all $t \in [0, 1]$ and $x, y \in \Omega$, one has:

$$G(tx + (1 - t)y) \succeq tG(x) + (1 - t)G(y). \quad (4.2.1)$$

If (4.2.1) holds true for $\prec$ instead of $\succeq$ for $t \in (0, 1)$ then $G$ is said to be strictly psd-convex on $\Omega$. Alternatively, if we replace $\succeq$ in (4.2.1) by $\preceq$ then $G$ is said to be psd-concave on $\Omega$.

It is obvious that any convex function $f : \mathbb{R}^n \to \mathbb{R}$ is psd-convex with $p = 1$.

The derivative of a matrix-valued mapping $G$ at $x$ is a linear mapping $DG$ from $\mathbb{R}^n$ to $\mathbb{R}^{p \times p}$ which is defined by:

$$DG(x)h := \sum_{i=1}^n h_i \frac{\partial G}{\partial x_i}(x), \; \forall h \in \mathbb{R}^n.$$ 

For a given convex set $\Omega \in \mathbb{R}^n$, the matrix-valued mapping $G$ is said to be differentiable on a subset $\Omega$ if its derivative $DG(x)$ exists at every $x \in \Omega$. The definitions of the second order derivatives of matrix-valued mappings can be found, e.g., in [171]. Let $A : \mathbb{R}^n \to S^p$ be a linear mapping defined as $A := \sum_{i=1}^n x_i A_i$, where $A_i \in S^p$ for $i = 1, \ldots, n$. The adjoint operator of $A$, $A^*$, is defined as $A^* Z := (A_1 \circ Z, A_2 \circ Z, \cdots, A_n \circ Z)^T$ for any $Z \in S^p$.

**Lemma 4.2.1.**

a) A matrix-valued mapping $G$ is psd-convex on $\Omega$ if and only if for any $v \in \mathbb{R}^p$ the function $\phi(x) := v^T G(x)v$ is convex on $\Omega$.

b) A mapping $G$ is psd-convex on $\Omega$ if and only if for all $x$ and $y$ in $\Omega$, one has:

$$G(y) - G(x) \succeq DG(x)(y - x). \quad (4.2.2)$$

**Proof.** The proof of the statement a) can be found in [171]. We prove b). Let $\phi(x) = v^T G(x)v$ for any $v \in \mathbb{R}^p$. If $G$ is psd-convex then $\phi$ is convex. We have $\phi(y) - \phi(x) \geq \nabla \phi(x)^T (y - x)$. Now, $\nabla \phi(x)^T (y - x) = \sum_{i=1}^n (y_i - x_i) v^T \frac{\partial G}{\partial x_i}(x) v = v^T [DG(x)(y - x)] v$. Hence, $v^T [G(y) - G(x) - DG(x)(y - x)] v \geq 0$ for all $v$. We conclude that (4.2.2) holds. Conversely, if (4.2.2) holds then, for any $v$, we have $v^T [G(y) - G(x) - DG(x)(y - x)] v \geq 0$, which is equivalent to $\phi(y) - \phi(x) \geq v^T [G(y) - G(x) - DG(x)(y - x)] v \geq 0$. Therefore, $\phi$ is convex and $G$ is psd-convex.
∇ϕ(x)^T(y − x). Thus φ is convex. By virtue of a), the mapping G is psd-convex.

As a generalization of DC functions, we define a generalized convex-concave decomposition in the symmetric positive semidefinite cone as follows.

**Definition 4.2.2.** A matrix-valued mapping \( F : \mathbb{R}^n \rightarrow S^p \) is said to be a psd-convex-concave mapping if \( F \) can be represented as a difference of two psd-convex mappings, i.e. \( F(x) = G(x) − H(x) \), where \( G \) and \( H \) are psd-convex. The pair \((H, G)\) is called a psd-DC (or psd-convex-concave) decomposition of \( F \).

Instead of using the vector \( x \) as a decision variable, we can use the matrix \( X \) as a matrix variable in \( \mathbb{R}^{m \times n} \). Note that any matrix \( X \) can be considered as an \( m \times n \)-column vector by vectorizing with respect to its columns, i.e. \( x = \text{vec}(X) := (X_{11}, X_{21}, \ldots, X_{mn})^T \). The inverse mapping of \( \text{vec} \) is called \( \text{mat} \). Since \( \text{vec} \) and \( \text{mat} \) are linear operators, the psd-convexity is still preserved under these operators.

Let us consider a bilinear matrix form:

\[
F(X,Y) := X^TY + Y^TX. \tag{4.2.3}
\]

By using the Kronecker product, we can write \( F \) as \( \text{vec}(F(X,Y)) = (I_x \otimes X^T)\text{vec}(Y) + (I_y \otimes Y^T)\text{vec}(X) = (\sum_{i,j} x_i y_j) \), where \( I_x \) and \( I_y \) are two appropriate identity matrices, \( \otimes \) denotes the Kronecker product. Hence, the vectorization of \( F(X,Y) \) is indeed a bilinear form of two vectors \( x := \text{vec}(X) \) and \( y := \text{vec}(Y) \).

**Example 4.2.1.** (Psd-convex-concave decompositions of BMIs) We consider a bilinear matrix-valued mapping \( b(X,Y) := X^TY + Y^TX \). The following expression represents three different psd-convex-concave decompositions of \( b(\cdot) \):

\[
b(X,Y) = (X + Y)^T(X + Y) − (X^TX + Y^TY) \\
= X^TX + Y^TY − (X − Y)^T(X − Y) \quad \tag{4.2.4}
\]

\[
= \frac{1}{2}[(X + Y)^T(X + Y) − (X − Y)^T(X − Y)].
\]

We will show in Lemma 5.2.1 in the next chapter that the matrix-valued mappings \((X + Y)^T(X + Y)\), \(X^TX\), \(Y^TY\) and \((X − Y)^T(X − Y)\) are psd-convex. Intuitively, we can see that the first decomposition has a “strong curvature” on the second term, while the second and the third decompositions have “less curvature” on the second term due to the compensation between \( X \) and \( Y \). We will later see in the next chapter that less curvature in the concave part is beneficial for the algorithms of this chapter. \(\diamond\)
Note that each given psd-convex-concave mapping may possess many psd-convex-concave decompositions. Moreover, we can write \( F(x) = G(x) - H(x) = [G(x) + K(x)] - [H(x) + K(x)] \) for any symmetric positive definite matrix-valued mapping \( K \).

### Optimization involving matrix inequality constraints

In this chapter we consider the following nonconvex semidefinite programming problem:

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad f(x) \\
\text{s.t.} & \quad F_i(x) \preceq 0, \quad i = 1, \ldots, m, \\
& \quad x \in \Omega,
\end{align*}
\]

where \( f : \mathbb{R}^n \to \mathbb{R} \) is convex, \( \Omega \) is a nonempty, closed and convex set in \( \mathbb{R}^n \) and \( F_i : \mathbb{R}^n \to S_p^i \) \((i = 1, \ldots, m)\) are nonconvex matrix-valued mappings and smooth. As a special case, if each matrix-valued mapping \( F_i \) is psd-convex-concave, i.e. \( F_i(x) = G_i(x) - H_i(x) \) for \( i = 1, \ldots, m \) then the problem \((\text{NSDP})\) collapses to a nonconvex semidefinite programming problem with psd-convex-concave constraints of the form:

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad f(x) \\
\text{s.t.} & \quad G_i(x) - H_i(x) \preceq 0, \quad i = 1, \ldots, m, \\
& \quad x \in \Omega,
\end{align*}
\]

where the function \( f \) and the set \( \Omega \) are defined as in \((\text{NSDP})\). The problem \((4.2.5)\) is referred to as a convex optimization problem with psd-convex-concave matrix inequality constraints.

Note that if \( H_i \) is affine for \( i = 1, \ldots, m \) then \((4.2.5)\) becomes a convex semidefinite program.

Throughout this chapter, we assume that all the functions and matrix-valued mappings are twice differentiable on their domain \([171, 187]\) as stated in the following assumption. However, this assumption can be reduced to the subdifferentiability of the objective function and the concave parts of the convex-concave decompositions of matrix-valued mappings.

**Assumption A.4.2.4.** The function \( f \) and the matrix-valued mappings \( F_i \) (resp. \( G_i \) and \( H_i \)) are twice continuously differentiable on their domain for \( i = 1, \ldots, m \).
### Optimality condition

Let us define $L(x, \Lambda) := f(x) + \sum_{i=1}^{m} \Lambda_i \circ F_i(x)$ the Lagrange function of (NSDP), where $\Lambda_i \in S^p$ is the Lagrange multiplier associated with the constraint $F_i(x) \preceq 0$ for $i = 1, \ldots, m$. The generalized KKT condition of (NSDP) is presented as:

$$
\begin{cases}
0 \in \nabla f(x) + \sum_{i=1}^{m} D F_i(x)^* \Lambda_i + N_{\Omega}(x), \\
F_i(x) \preceq 0, \quad \Lambda_i \succeq 0, \\
F_i(x) \circ \Lambda_i = 0, \quad i = 1, \ldots, m.
\end{cases}
$$

(4.2.6)

Here, $N_{\Omega}(x)$ is the normal cone of $\Omega$ at $x$. A pair $(x^*, \Lambda^*)$ satisfying (4.2.6) is called a KKT point, $x^*$ is called a stationary point and $\Lambda^*$ is the corresponding multiplier of (NSDP). The generalized optimality condition for nonlinear semidefinite programming can be found in the literature, e.g., [171, 182].

Let us denote by:

$$
\mathcal{D} := \{ x \in \Omega \mid F_i(x) \preceq 0, \quad i = 1, \ldots, m \},
$$

(4.2.7)

the feasible set of (NSDP) and by $\text{ri}(\mathcal{D})$ the relative interior of $\mathcal{D}$ which is defined by:

$$
\text{ri}(\mathcal{D}) := \{ x \in \text{ri}(\Omega) \mid F_i(x) < 0, \quad i = 1, \ldots, m \},
$$

where $\text{ri}(\Omega)$ is the set of classical relative interiors of $\Omega$ [31].

The following condition is a fundamental assumption in this chapter.

**Assumption A.4.2.5.** The relative interior $\text{ri}(\mathcal{D})$ of $\mathcal{D}$ is nonempty.

Note that this assumption is crucial for our methods, because, as we shall see, the methods require a strictly feasible starting point $x^0 \in \text{ri}(\mathcal{D})$. Finding such a point is in principle not an easy task. However, in many problems, this assumption is always satisfied. In the next chapter we will propose different techniques to determine a starting point for some nonconvex sets formed by BMI constraints.

### 4.3 Generalized inner convex approximation algorithms

Let us first describe the idea of the inner convex approximation for the scalar case. Let $f : \mathbb{R}^n \rightarrow \mathbb{R}$ be a continuous nonconvex function. A convex function $g(\cdot; y)$ depending on a parameter $y$ is called a convex overestimate of $f(\cdot)$ w.r.t.
the parameterization \( y := \psi(x) \) if \( g(x, \psi(x)) = f(x) \) and \( f(z) \leq g(z; y) \) for all \( y \) and \( z \). In this case, we have \( \{ z \mid g(z; y) \leq 0 \} \subseteq \{ z \mid f(z) \leq 0 \} \). The idea of the algorithm is to approximate the nonconvex feasible set of the problem by a sequence of inner convex approximations and to solve the convex subproblems formed by these sets to obtain approximate solutions. In the sequel, we shall generalize this idea from scalar functions to matrix-valued mappings.

**Psd-convex overestimate of a matrix-valued mapping**

We start by considering a convex overestimate of a scalar function. Then we generalize the idea to nonconvex matrix-valued mappings.

**Example 4.3.1.** Let \( f \) be a continuously differentiable function such that its gradient \( \nabla f \) is Lipschitz continuous with a Lipschitz constant \( L_f > 0 \), i.e. \( \| \nabla f(y) - \nabla f(x) \| \leq L_f \| y - x \| \) for all \( x \) and \( y \). Then, it is well-known that 
\[
| f(z) - f(x) - \nabla f(x)^T(z - x) | \leq \frac{L_f}{2} \| z - x \|^2.
\]
Therefore, for any \( x \) and \( z \) we have 
\[
f(z) \leq g(z; x) \quad \text{with} \quad g(z; x) := f(x) + \nabla f(x)^T(z - x) + \frac{L_f}{2} \| z - x \|^2.
\]
Moreover, \( f(x) = g(x; x) \) for any \( x \). We conclude that \( g(\cdot; x) \) is a convex overestimate of \( f \) w.r.t the parameterization \( y = \psi(x) := x \). Now, since \( f(z) \leq g(z; x) \), if we fix \( x := \bar{x} \) and find a point \( v \) such that \( g(v; \bar{x}) \leq 0 \) then \( f(v) \leq 0 \). Consequently if the set \( \{ x \mid f(x) < 0 \} \) is nonempty, we can find a point \( v \) such that \( g(v; \bar{x}) \leq 0 \). The convex set \( C(x) := \{ z \mid g(z; x) \leq 0 \} \) is called an inner convex approximation of \( \{ z \mid f(z) \leq 0 \} \).

**Example 4.3.2.** (see [9]) We consider the function \( f(x) = x_1 x_2 \) in \( \mathbb{R}^2 \). The function \( g(x; y) = \frac{y}{2} x_1^2 + \frac{1}{2y} x_2^2 \) is a convex overestimate of \( f \) w.r.t. the parameterization \( y = \psi(x) := x_1/x_2 \) provided that \( y > 0 \). This example shows that the parameterization \( \psi \) is not always the identity.

Let us generalize the convex overestimate concept to matrix-valued mappings.

**Definition 4.3.1.** Let us consider a psd-nonconvex matrix-valued mapping \( F : \mathcal{X} \subseteq \mathbb{R}^n \rightarrow \mathbb{S}^p \). A psd-convex matrix-valued mapping \( G(\cdot; y) \) is said to be a psd-convex overestimate of \( F \) w.r.t. the parameterization \( y := \psi(x) \) if \( G(x; \psi(x)) = F(x) \) and \( F(z) \leq G(z; y) \) for all \( x \) and \( z \) in \( \mathcal{X} \).

Let us provide two important examples that satisfy Definition 4.3.1.

**Example 4.3.3.** Let \( \mathcal{B}_Q(X, Y) = X^TQ^{-1}Y + Y^TQ^{-1}X \) be a bilinear form with \( Q = Q_1 + Q_2, Q_1 \succ 0 \) and \( Q_2 \succ 0 \) arbitrary, where \( X \) and \( Y \) are two \( n \times p \)
matrices. We consider the parametric quadratic form:

\[ Q_Q(X, Y; \bar{X}, \bar{Y}) := (X - \bar{X})^T Q_1^{-1} (X - \bar{X}) + (Y - \bar{Y})^T Q_2^{-1} (Y - \bar{Y}) + \bar{X}^T Q_1^{-1} Y + \bar{Y}^T Q_1^{-1} X + X^T Q_1^{-1} \bar{Y} + Y^T Q_1^{-1} \bar{X} \]

\[ + Y^T Q_2^{-1} \bar{X} - \bar{X}^T Q_2^{-1} \bar{Y} - \bar{Y}^T Q_2^{-1} \bar{X}. \] (4.3.1)

One can show that \( Q_Q(X, Y; \bar{X}, \bar{Y}) \) is a psd-convex overestimate of \( B_Q(X, Y) \) w.r.t. the parameterization \( \psi(\bar{X}, \bar{Y}) := (\bar{X}, \bar{Y}) \).

Indeed, it is obvious that \( Q_Q(\bar{X}, \bar{Y}; \bar{X}, \bar{Y}) = B_Q(\bar{X}, \bar{Y}) \). We only prove the second condition in Definition 4.3.1. We consider the expression \( D_Q := X^T Q_1^{-1} Y + Y^T Q_1^{-1} X + X^T Q_2^{-1} Y - Y^T Q_2^{-1} X - X^T Q_1^{-1} X - Y^T Q_2^{-1} X \). By rearranging this expression, we can easily show that \( D_Q = -(X - \bar{X})^T Q_1^{-1} (Y - \bar{Y}) - (Y - \bar{Y})^T Q_2^{-1} (X - \bar{X}) \). Now, since \( Q = Q_1 + Q_2 \), by [13], we can write:

\[ -D_Q = (X - \bar{X})^T (Q_1 + Q_2)^{-1} (Y - \bar{Y}) + (Y - \bar{Y})^T (Q_1 + Q_2)^{-1} (X - \bar{X}) \]

\[ \leq (X - \bar{X})^T Q_1^{-1} (X - \bar{X}) + (Y - \bar{Y})^T Q_2^{-1} (Y - \bar{Y}) \] (4.3.2)

Note that \( D_Q = Q_Q - B_Q - (X - \bar{X})^T Q_1^{-1} (X - \bar{X}) + (Y - \bar{Y})^T Q_2^{-1} (Y - \bar{Y}) \). Therefore, we have \( Q_Q(X, Y; \bar{X}, \bar{Y}) \geq B_Q(X, Y) \) for all \( X, Y \) and \( \bar{X}, \bar{Y} \) due to (4.3.2).  

**Example 4.3.4.** Let us consider a psd-convex-concave mapping \( F(x) := G(x) - H(x) \), where \( G \) and \( H \) are both psd-convex. Let \( H \) be differentiable and \( L_2(x; \bar{x}) := H(\bar{x}) + \nabla H(\bar{x})(x - \bar{x}) \) be the linearization of \( H \) at \( \bar{x} \). We define \( F(x; \bar{x}) := G(x) - L_2(x; \bar{x}) \). According to Lemma 4.2.1, we have:

\[ -H(x) \leq -H(\bar{x}) - \nabla H(\bar{x})(x - \bar{x}), \quad \forall x, \]

which is equivalent to:

\[ G(x) - H(x) \leq G(\bar{x}) - H(\bar{x}) - \nabla H(\bar{x})(x - \bar{x}), \quad \forall x. \]

Hence, \( F(\cdot; \bar{x}) \) is a psd-convex overestimate of \( F \) w.r.t. the parametrization \( \psi(\bar{x}) := \bar{x} \).  

**Remark 4.3.1.** Example 4.3.3 shows that the “Lipschitz constant” of the approximating function (4.3.1) is \( (Q_1^{-1}, Q_2^{-1}) \). Moreover, as indicated in Examples 4.3.3 and 4.3.4 that the psd-convex overestimate of a matrix-valued inequality constraint is not unique. In practice, it is important to find an appropriate psd-convex overestimate for this constraint to make the algorithm perform efficiently. Note that the psd-convex overestimate \( Q_Q \) of \( B_Q \) in Example 4.3.3 may be less conservative than the convex-concave decomposition since all the terms in \( Q_Q \) relate to the differences \( X - \bar{X} \) and \( Y - \bar{Y} \) rather than \( X \) and \( Y \).
The algorithms

In this subsection, we present two algorithms. The first algorithm is a generalized inner convex approximation method for solving (NSDP) and the second one is a generalized convex-concave decomposition method for solving (4.2.5).

Generalized inner convex approximation algorithm

For each \( i = 1, \ldots, m \), we assume that \( G_i(\cdot; y_i) \) is an overestimate of \( F_i \) with the parameterization \( y_i = \psi_i(x) \). The main step of the algorithm is to solve a convex semidefinite programming problem formed at the iteration \( \bar{x}_k \in \Omega \) by using inner psd-convex approximations. The convex subproblem is defined as follows:

\[
\begin{align*}
\min_{\bar{x}} \quad & \{ f_k(x) := f(x) + \frac{1}{2}(x - \bar{x}_k)^T Q_k(x - \bar{x}_k) \} \\
\text{s.t.} \quad & G_i(x; \bar{y}_i^k) \preceq 0, \ i = 1, \ldots, m, \\
& x \in \Omega.
\end{align*}
\]

Here, \( Q_k \in S^n_+ \) is given and the second term in the objective function is referred to as a regularization term; \( \bar{y}_i^k := \psi_i(\bar{x}_k) \) is the parameterization of the convex overestimate \( G_i \) of \( F_i \).

Let us define by \( S(\bar{x}_k, Q_k) \) the solution mapping of CSDP(\( \bar{x}_k \)) depending on the parameters \( (\bar{x}_k, Q_k) \). Note that the problem CSDP(\( \bar{x}_k \)) is convex, \( S(\bar{x}_k, Q_k) \) is multivalued and convex. The feasible set of CSDP(\( \bar{x}_k \)) is written as:

\[
D(\bar{x}_k) := \{ x \in \Omega \mid G_i(x; \psi_i(\bar{x}_k)) \preceq 0, \ i = 1, \ldots, m \}. \tag{4.3.3}
\]

The algorithm for solving (NSDP) starts from an initial point \( \bar{x}_0 \in \text{ri}(\mathcal{D}) \) and generates a sequence \( \{ \bar{x}_k \}_{k \geq 0} \) by solving a sequence of convex semidefinite programming subproblems CSDP(\( \bar{x}_k \)) approximated at \( \bar{x}_k \). More precisely, it is presented in detail as follows:

**Algorithm 4.3.1.** *(Generalized inner convex approximation algorithm)*

**Initialization.** Determine an initial point \( \bar{x}_0 \in \text{ri}(\mathcal{D}) \). Compute \( \bar{y}_i^0 := \psi_i(\bar{x}_0) \) for \( i = 1, \ldots, m \). Choose a regularization matrix \( Q_0 \in S^n_+ \).

**Iteration.** For \( k = 0, 1, \ldots \), perform the following steps:

1. **Step 1.** For given \( \bar{x}_k \), if a given criterion is satisfied then terminate.

   **Step 2.** Solve the convex semidefinite program CSDP(\( \bar{x}_k \)) to obtain a solution \( \bar{x}_{k+1} \) and the corresponding Lagrange multiplier \( \bar{\Lambda}^{k+1} \).
Step 3. Update $\overline{y}_i^{k+1} := \psi_i(\overline{x}^{k+1})$, the regularization matrix $Q_{k+1} \in S_+^n$ (if necessary) and go back to Step 1.

End.

We notice that the stopping criterion at Step 1 of Algorithm 4.3.1 will be specified in Chapter 5. The Lagrange multiplier is not directly used in Algorithm 4.3.1, but it may be used to update matrix $Q_k$ if necessary.

Convex-concave decomposition algorithm

As a special case, if we use the convex overestimate given in Example 4.3.4, we obtain a variant of Algorithm 4.3.1. In this case, the convex subproblem CSDP($\bar{x}^k$) reduces to the following form:

\[
\begin{aligned}
\min_{x} & \quad \{ f_k(x) := f(x) + \frac{1}{2}(x - \bar{x}^k)^T Q_k (x - \bar{x}^k) \} \\
\text{s.t.} & \quad G_i(x) - H_i(\bar{x}^k) - \mathbb{D} H_i(\bar{x}^k) (x - \bar{x}^k) \preceq 0, \ i = 1, \ldots, m,
\end{aligned}
\]  

(4.3.4)

Similar to (4.3.3), the feasible set of this problem becomes:

\[
\mathcal{D}(\bar{x}^k) := \{ x \in \Omega | G_i(x) - H_i(\bar{x}^k) - \mathbb{D} H_i(\bar{x}^k) (x - \bar{x}^k) \preceq 0, \ i = 1, \ldots, m \}. 
\]  

(4.3.5)

The generalized convex-concave decomposition algorithm for solving (4.2.5) is described as follows:

Algorithm 4.3.2. (Generalized convex-concave decomposition algorithm).

Initialization. Determine an initial point $\bar{x}^0 \in \text{ri}(\mathcal{D})$. Choose a regularization matrix $Q_0 \in S_+^n$.

Iteration. For $k = 0, 1, \ldots$, perform the following steps:

Step 1: Solve the convex semidefinite program (4.3.4) to obtain a solution $\bar{x}^{k+1}$ and the corresponding Lagrange multiplier $\bar{\Lambda}^{k+1}$.

Step 2: If $\|\bar{x}^{k+1} - \bar{x}^k\| \leq \varepsilon$ for a given tolerance $\varepsilon > 0$ then terminate. Otherwise, update $Q_k \in S_+^n$ (if necessary) and go back to Step 1.

End.

The following main property of Algorithms 4.3.1 and 4.3.2 makes an implementation very easy. If the initial point $\bar{x}^0$ belongs to the relative interior of the feasible set $\mathcal{D}$, i.e. $\bar{x}^0 \in \text{ri}(\mathcal{D})$, then Algorithms 4.3.1 and 4.3.2 each generate a sequence $\{ \bar{x}^k \}$ which still belongs to $\mathcal{D}$. This means that the sequence $\{ \bar{x}^k \}$ is
 feasible. Moreover, the corresponding sequence of the objective values \( \{ f(\bar{x}^k) \} \) is nonincreasing. In particular, no line-search procedure is needed to ensure global convergence. This properties following from the fact that \( G_i(\cdot; \psi_i(\bar{x}^k)) \) is an overestimate of \( F_i \). Hence, if the subproblem \( \text{CSDP}(\bar{x}^k) \) (resp. \( (4.3.4) \)) has a solution \( \bar{x}^{k+1} \) then it is feasible to \( (NSDP) \) (resp. \( (4.2.5) \)). Geometrically, Algorithms 4.3.1 and 4.3.2 can be seen as inner approximation methods.

The main tasks of an implementation of Algorithms 4.3.1 and 4.3.2 consist of:

1. determining an initial point \( \bar{x}^0 \in \text{ri}(D) \), and
2. solving the convex semidefinite program \( \text{CSDP}(\bar{x}^k) \) or \( (4.3.4) \) repeatedly.

As mentioned before, since \( D \) is nonconvex, finding an initial point \( \bar{x}^0 \) in \( \text{ri}(D) \) is, in principle, not an easy task. Nevertheless, in some practical problems, this can be done by exploiting the special structure of the problem (see Chapter 5 for more details).

To solve the convex subproblem \( (4.3.4) \) or \( \text{CSDP}(\bar{x}^k) \), we can either implement an interior point method and exploit the structure of the problem or transform it into a standard SDP problem and then make use of available software tools for SDP [181, 204]. The regularization matrix \( Q_k \) can be fixed at an appropriate choice for all iterations, e.g. \( Q_k = \rho I \), where \( \rho > 0 \) is sufficiently small and \( I \) is the identity matrix, or adaptively updated.

**Lemma 4.3.1.** If \( \bar{x}^k \) is a solution of \( \text{CSDP}(\bar{x}^k) \) (resp. \( (4.3.4) \)) linearized at \( \bar{x}^k \), i.e. \( \bar{x}^{k+1} = \bar{x}^k \), then it is a stationary point of \( (NSDP) \) (resp. \( (4.2.5) \)).

**Proof.** It is sufficient to prove the second case with \( (4.3.4) \). Suppose that \( \Lambda^{k+1} \) is a multiplier associated with \( \bar{x}^k \), substituting \( \bar{x}^k \) into the generalized KKT condition \( (4.3.7) \) of \( (4.3.4) \) we obtain \( (4.2.6) \). Thus \( \bar{x}^k \) is a stationary point of \( (4.2.5) \).

**Convergence analysis**

We denote by \( L_f(\alpha) := \{ x \in D \mid f(x) \leq \alpha \} \) the lower level (sublevel) set of the objective function. Let us assume that \( G_i(\cdot; y) \) is continuously differentiable in \( L_f(f(\bar{x}^0)) \) for any \( y \). We say that the Robinson qualification condition [28] for \( \text{CSDP}(\bar{x}^k) \) holds at \( \bar{x} \) if:

\[
0 \in \text{int}(G_i(\bar{x}; \bar{y}_i^k) + D_i F(\bar{x}; \bar{y}_i^k)(\Omega - \bar{x}) + S_i^p), \quad i = 1, \ldots, m.
\]
Similarly, we say that the Robinson qualification condition for (4.3.4) holds at \( \bar{x} \) if:

\[
0 \in \text{int}(G_i(\bar{x}) + \mathbb{D}G_i(\bar{x}) - H_i(\bar{x}^k)(\Omega - \bar{x}) + \mathcal{S}_+^p), \quad i = 1, \ldots, m.
\]

In order to prove the convergence of Algorithm 4.3.1, we require the following assumption, which is standard in nonlinear optimization.

**Assumption A.4.3.6.** The set of KKT points of (NSDP) (resp. (4.2.5)) is nonempty. For a given \( y \), the matrix-valued mappings \( G_i(\cdot; y) \) (resp. \( G_i(\cdot) \)) are continuously differentiable on \( \mathcal{L}_f(f(\bar{x}^0)) \) for \( i = 1, \ldots, m \). The convex programming subproblem \( \text{CSDP}(\bar{x}^k) \) (resp. (4.3.4)) is solvable and the Robinson qualification condition holds at its solutions.

We first show that the sequence \( \{\bar{x}^k\}_{k \geq 0} \) generated by either Algorithm 4.3.1 or Algorithm 4.3.2 is a strictly descent sequence, i.e. \( f(\bar{x}^{k+1}) < f(\bar{x}^k) \) for all \( k \geq 0 \). For a given matrix \( Q \in \mathbb{S}_+^n \) and a vector \( z \), we denote by \( \|z\|_Q := [z^TQz]^{1/2} \). Note that \( \|\cdot\|_Q \) is only a norm if \( Q \in \mathbb{S}_+^n \).

**Lemma 4.3.2.** Let \( \{(\bar{x}^k, \bar{\lambda}^k)\}_{k \geq 0} \) be a sequence generated by Algorithm 4.3.1. Then:

a) The feasible set \( \mathcal{D}(\bar{x}^k) \subseteq \mathcal{D} \) for all \( k \geq 0 \).

b) It is a feasible sequence, i.e. \( \{\bar{x}^k\}_{k \geq 0} \subset \mathcal{D} \).

c) \( \bar{x}^{k+1} \in \mathcal{D}(\bar{x}^k) \cap \mathcal{D}(\bar{x}^{k+1}) \).

d) For any \( k \geq 0 \), it holds that:

\[
f(\bar{x}^{k+1}) \leq f(\bar{x}^k) - \frac{1}{2} \|\bar{x}^{k+1} - \bar{x}^k\|^2_{Q_k} - \frac{\rho_f}{2} \|\bar{x}^{k+1} - \bar{x}^k\|^2,
\]

where \( \rho_f \geq 0 \) is the convexity parameter of \( f \).

**Proof.** For a given \( \bar{x}^k \), we have \( \bar{y}^k_i = \psi_i(\bar{x}^k) \) and \( F_i(x) \leq G_i(x; \bar{y}^k_i) \leq 0 \) for \( i = 1, \ldots, m \). Thus if \( x \in \mathcal{D}(\bar{x}^k) \) then \( x \in \mathcal{D} \), the statement a) holds. Consequently, the sequence \( \{\bar{x}^k\} \) is feasible to (NSDP) which is indeed the statement b). Since \( \bar{x}^{k+1} \) is a solution of \( \text{CSDP}(\bar{x}^k) \), it shows that \( \bar{x}^{k+1} \in \mathcal{D}(\bar{x}^k) \). Now, we have to show that it belongs to \( \mathcal{D}(\bar{x}^{k+1}) \). Indeed, since \( G_i(\bar{x}^{k+1}, \bar{y}^{k+1}) = F_i(\bar{x}^{k+1}) \leq 0 \) by Definition 4.3.1 for all \( i = 1, \ldots, m \), we conclude \( \bar{x}^{k+1} \in \mathcal{D}(\bar{x}^{k+1}) \). The statement c) is proved. Finally, we prove d). Since \( \bar{x}^{k+1} \) is the optimal solution of \( \text{CSDP}(\bar{x}^k) \), we have \( f(\bar{x}^{k+1}) + \frac{1}{2} \|\bar{x}^{k+1} - \bar{x}^k\|^2_{Q_k} \leq f(x) + \frac{1}{2}(x - \bar{x}^k)^TQ_k(x - \bar{x}^k) - \frac{\rho_f}{2} \|x - \bar{x}^{k+1}\|^2 \) for all \( x \in \mathcal{D}(\bar{x}^k) \). Moreover, we have \( \bar{x}^k \in \mathcal{D}(\bar{x}^k) \) due to c). By substituting \( x = \bar{x}^k \) in the previous inequality we obtain the estimate d) of the lemma. \( \square \)
Similar to Lemma 4.3.2, we also obtain the following result.

**Lemma 4.3.3.** Suppose that \( \{(\bar{x}^k, \Lambda^k)\}_{k \geq 0} \) is a sequence generated by Algorithm 4.3.2. Then:

a) The following inequality holds for \( k \geq 0 \):

\[
f(\bar{x}^{k+1}) \leq f(\bar{x}^k) - \|\bar{x}^{k+1} - \bar{x}^k\|^2 - \frac{\rho_f}{2} \|\bar{x}^{k+1} - \bar{x}^k\|^2, \tag{4.3.6}
\]

where \( \rho_f \) is the convexity parameter of \( f \).

b) If there exists at least one constraint \( i_0, i_0 \in \{1, 2, \ldots, m\} \), to be strictly feasible at \( \bar{x}^k \), i.e. \( G_{i_0}(\bar{x}^k) - H_{i_0}(\bar{x}^k) < 0 \), then \( f(\bar{x}^{k+1}) < f(\bar{x}^k) \) provided that \( \Lambda^{k+1} > 0 \).

c) If \( Q_k \in S^+_{++} \) then \( \Delta \bar{x}^k := \bar{x}^{k+1} - \bar{x}^k \) is a sufficient descent direction of (4.2.5), i.e. \( f(\bar{x}^{k+1}) - f(\bar{x}^k) \leq -\|\Delta \bar{x}^k\|^2_{Q_k} < 0 \) for all \( k \geq 0 \).

**Proof.** For any matrices \( A, B \in S^+_n \), we have \( A \circ B \geq 0 \). From Step 1 of Algorithm 4.3.2, we have that \( \bar{x}^{k+1} \) is a solution of the convex subproblem (4.3.4) and \( \Lambda^{k+1} \) is the corresponding multiplier, under Assumption A.4.3.6, they must satisfy the following generalized Kuhn-Tucker condition:

\[
\begin{cases}
0 \in \nabla f(\bar{x}^{k+1}) + Q_k(\bar{x}^{k+1} - \bar{x}^k) + \left\{ \sum_{i=1}^{m} \mathbb{D}[G_i(\bar{x}^k)] \right\}^* \Lambda_i^{k+1} + N\Omega(\bar{x}^{k+1}), \\
-H_i(\bar{x}^{k+1}) - \mathbb{D} H_i(\bar{x}^{k+1})(\bar{x}^{k+1} - \bar{x}^k) \succeq 0, \; \Lambda_i \succeq 0, \\
\left[ G_i(\bar{x}^{k+1}) - H_i(\bar{x}^k) - \mathbb{D} H(\bar{x}^{k+1} - \bar{x}^k) \right] \circ \Lambda_i^{k+1} = 0.
\end{cases} \tag{4.3.7}
\]

Noting that \( \mathbb{D} [G_i(x) - H_i(\bar{x}^k) - \mathbb{D} H_i(\bar{x}^k)(x - \bar{x}^k)] |_{x=\bar{x}^{k+1}} = \mathbb{D} G_i(\bar{x}^{k+1}) - \mathbb{D} H_i(\bar{x}^{k+1}) \) for \( i = 1, \ldots, m \), it follows from the first line of (4.3.7) and the convexity of \( f \) that:

\[
f(y) - f(\bar{x}^{k+1}) + \left\{ \sum_{i=1}^{m} \mathbb{D} G_i(\bar{x}^{k+1}) - \mathbb{D} H_i(\bar{x}^k) \right\}^T (y - \bar{x}^{k+1}) \\
\geq \left\{ \nabla f(\bar{x}^{k+1}) + \sum_{i=1}^{m} \mathbb{D} G_i(\bar{x}^{k+1}) - \mathbb{D} H_i(\bar{x}^k) \right\}^T (y - \bar{x}^{k+1}) \\
+ \frac{\rho_f}{2} \|y - \bar{x}^{k+1}\|^2_2 \tag{4.3.8}
\]

\[
\geq \frac{\rho_f}{2} \|y - \bar{x}^{k+1}\|^2_2 + (y - \bar{x}^{k+1})^T Q_k(\bar{x}^{k} - \bar{x}^{k+1}), \; \forall y \in \Omega.
\]
On the other hand, we have:

\[
\left\{ [\mathbb{D} G_i(\bar{x}^{k+1}) - \mathbb{D} H_i(\bar{x}^k)]^* \bar{\Lambda}_i^{k+1} \right\}^T (y - \bar{x}^{k+1})
\]

\[
= \bar{\Lambda}_i^{k+1} \circ [\mathbb{D} G_i(\bar{x}^{k+1})(y - \bar{x}^{k+1}) - \mathbb{D} H_i(\bar{x}^k)(y - \bar{x}^{k+1})].
\] (4.3.9)

Since \( G_i \) and \( H_i \) are psd-convex, by applying Lemma 4.2.1 we have:

\[
G_i(\bar{x}^k) - G_i(\bar{x}^{k+1}) \geq \mathbb{D} G_i(\bar{x}^{k+1})(\bar{x}^k - \bar{x}^{k+1}),
\]

and

\[
H_i(\bar{x}^{k+1}) - H_i(\bar{x}^k) \geq \mathbb{D} H_i(\bar{x}^k)(\bar{x}^{k+1} - \bar{x}^k), \quad i = 1, \ldots, m.
\]

Summing up these inequalities we obtain:

\[
G_i(\bar{x}^k) - H_i(\bar{x}^k) - [G_i(\bar{x}^{k+1}) - H_i(\bar{x}^{k+1})] \geq [\mathbb{D} G_i(\bar{x}^{k+1})(\bar{x}^k - \bar{x}^{k+1}) - \mathbb{D} H_i(\bar{x}^k)(\bar{x}^{k+1} - \bar{x}^{k+1})].
\]

Using the fact that \( \bar{\Lambda}_i^{k+1} \geq 0 \), the last inequality implies that:

\[
\bar{\Lambda}_i^{k+1} \circ \left\{ G_i(\bar{x}^k) - H_i(\bar{x}^k) - [G_i(\bar{x}^{k+1}) - H_i(\bar{x}^{k+1})] \right\} \geq \bar{\Lambda}_i^{k+1} \circ [\mathbb{D} G_i(\bar{x}^{k+1})(\bar{x}^k - \bar{x}^{k+1}) - \mathbb{D} H_i(\bar{x}^k)(\bar{x}^{k+1} - \bar{x}^{k+1})].
\] (4.3.10)

Substituting \( y = \bar{x}^k \) into (4.3.8) and then combining the consequence, (4.3.9), (4.3.10) and the last line of (4.3.7) to obtain:

\[
f(\bar{x}^k) - f(\bar{x}^{k+1}) + \sum_{i=1}^{m} \bar{\Lambda}_i^{k+1} \circ [G_i(\bar{x}^k) - H_i(\bar{x}^k)] \geq \frac{\rho f}{2} \| \bar{x}^{k+1} - \bar{x}^k \|^2_2 + \| \bar{x}^{k+1} - \bar{x}^k \|_{Q_k}^2 .
\] (4.3.11)

Now, since \( \bar{x}^k \) is the solution of the convex subproblem (4.3.4) linearized at \( \bar{x}^{k-1} \). One has \( G_i(\bar{x}^k) - H_i(\bar{x}^k) \preceq 0 \). Moreover, since \( \bar{\Lambda}_i^{k+1} \succeq 0 \), we have \( \bar{\Lambda}_i^{k+1} \circ [G_i(\bar{x}^k) - H_i(\bar{x}^k)] \leq 0 \). Substituting this inequality into (4.3.11), we obtain:

\[
f(\bar{x}^k) - f(\bar{x}^{k+1}) \geq \frac{\rho f}{2} \| \bar{x}^{k+1} - \bar{x}^k \|^2_2 + \| \bar{x}^{k+1} - \bar{x}^k \|_{Q_k}^2 .
\]

This inequality is indeed (4.3.6) which proves the item a). If there exists at least one \( i_0 \in \{1, \ldots, m\} \) such that \( G_{i_0}(\bar{x}^k) - H_{i_0}(\bar{x}^k) < 0 \) and \( \bar{\Lambda}_{i_0}^{k+1} > 0 \) then
We note that the assumptions of Theorem 4.3.2 are rather restrictive. One possibility is to relax these assumptions to obtain a more general results as done in [178] for the scalar case.

The following theorem shows the convergence of Algorithms 4.3.1 (resp. 4.3.2) to a stationary point of (NSDP) (resp. (4.2.5)).

**Theorem 4.3.2.** Suppose that Assumptions A.4.2.5 and A.4.3.6 are satisfied. Suppose further that the lower level set $\mathcal{L}_f(f(\bar{x}^0))$ is bounded. Let $\{\{\bar{x}^k, \bar{\Lambda}^k\}\}_{k \geq 1}$ be an infinite sequence generated by Algorithm 4.3.1 (resp. Algorithm 4.3.2) starting from $\bar{x}^0 \in \mathfrak{r}(D)$. Assume that $\lambda_{\max}(Q_k) \leq M < +\infty$. Then if either $f$ is strongly convex or $\lambda_{\min}(Q_k) \geq \rho > 0$ for $k \geq 0$ then every accumulation point $(\bar{x}^*, \bar{\Lambda}^*)$ of $\{\{\bar{x}^k, \bar{\Lambda}^k\}\}$ is a KKT point of (NSDP) (resp. (4.2.5)). Moreover, if the set of the KKT points of (NSDP) (resp. (4.2.5)) is finite then the whole sequence $\{\{\bar{x}^k, \bar{\Lambda}^k\}\}$ converges to a KKT point of (NSDP) (resp. (4.2.5)).

**Proof.** It is sufficient to prove the first case for Algorithm 4.3.1. The second case can be proved similarly. Let $\mathcal{M}(\bar{x}^0) := \{\bar{x}^k \mid k \geq 0\}$ be the sequence of sample points generated by Algorithm 4.3.1 starting from $\bar{x}^0$. The idea of the proof is to apply Zangwill’s convergence theorem [216, p. 91]. For a given $x \in \Omega$, let us define the following mapping:

$$
\mathcal{S}(x, Q) := \text{argmin}_{y \in \Omega} \left\{ f(y) + \frac{1}{2} (y - x)^T Q (y - x) \mid G_i(y; \psi_i(x)) \leq 0, \; i = 1, \ldots, m \right\}.
$$

Then, $\mathcal{S}(\cdot, \cdot)$ is a multivalued mapping and it can be considered as the solution mapping of the convex subproblem CSDP($\bar{x}^k$). Note that the sequence $\{\bar{x}^k\}_{k \geq 0}$ generated by Algorithm 4.3.1 satisfies $\bar{x}^{k+1} \in \mathcal{S}(\bar{x}^k, Q_k)$ for all $k \geq 0$. We first prove that $\mathcal{S}$ is a closed mapping. Indeed, by Assumption A.4.3.6, CSDP($\bar{x}^k$) is feasible. Moreover, CSDP($\bar{x}^k$) is strictly convex. Hence, $\mathcal{S}(\bar{x}^k, Q_k) = \{\bar{x}^{k+1}\}$, which is obviously closed. On the other hand, since $f$ is either strongly convex or $\rho_k \equiv \rho > 0$ for all $k \geq 0$ and $Q_k \equiv Q$ is full-row-rank, it follows from Lemma 4.3.2 that the objective function $f$ is strictly monotone on $\mathcal{M}(\bar{x}^0)$, i.e. $f(\bar{x}^{k+1}) < f(\bar{x}^k)$ for all $\bar{x}^k, \bar{x}^{k+1} \in \mathcal{M}(\bar{x}^0)$. Since $\mathcal{M}(\bar{x}^0) \subseteq \mathcal{L}_f(f(\bar{x}^0))$ and $\mathcal{L}_f(f(\bar{x}^0))$ is compact, $\mathcal{M}(\bar{x}^0)$ is also compact. By applying [133, Theorem 2] we conclude that every limit point of the sequence $\{\bar{x}^k\}_{k \geq 0}$ belongs to the set of stationary points $\mathcal{S}^\ast$. Moreover, since $f$ is bounded from below and either $f$ is strongly convex or $\rho > 0$ and $Q$ is full-row rank, it follows from (4.3.6) that $\lim_{k \to \infty} \|\bar{x}^{k+1} - \bar{x}^k\| = 0$. Therefore, $\mathcal{S}^\ast$ is connected and if $\mathcal{S}^\ast$ is finite then the whole sequence $\{\bar{x}^k\}_{k \geq 0}$ converges to $\bar{x}^\ast$ in $\mathcal{S}^\ast$. \qed

We note that the assumptions of Theorem 4.3.2 are rather restrictive. One possibility is to relax these assumptions to obtain a more general results as done in [178] for the scalar case.
4.4 Conclusion

We have presented a generalized inner convex approximation method for solving a class of nonconvex SDP problems. We have also provided some explicit formulas to generate psd-convex overestimates of a given nonconvex matrix-valued mapping. Alternatively, we have developed a second algorithm which we call generalized convex-concave decomposition algorithm for solving convex SDP problems with generalized concave-concave constraints. This method can be considered on the one hand as a variant of the first algorithm and, on the other hand, as a generalization of classical convex-concave procedures for scalar DC programming. The convergence of both algorithms has been proved under standard assumptions used in nonlinear SDP and a fundamental assumption on the nonemptiness of the interior of the feasible set. In principle, these algorithms can be applied to solve any nonconvex SDP problem where we can be able to either find a psd-convex overestimate or a psd-convex-concave decomposition for the nonconvex matrix-valued mappings.
Chapter 5

BMI optimization in robust controller design

5.1 BMI optimization in static feedback control

In this chapter we focus on the optimization problems with bilinear matrix inequality (BMI) constraints derived from the following linear, time-invariant system:

\[
\begin{align*}
\dot{x} &= Ax + B_1w + Bu, \\
z &= C_1x + D_{11}w + D_{12}u, \\
y &= Cx + D_{21}w,
\end{align*}
\]

where \(x \in \mathbb{R}^{n_x}\) is the state vector, \(w \in \mathbb{R}^{n_w}\) is the performance input, \(u \in \mathbb{R}^{n_u}\) is the input vector, \(z \in \mathbb{R}^{n_z}\) is the performance output, \(y \in \mathbb{R}^{n_y}\) is the physical output vector, \(A \in \mathbb{R}^{n_x \times n_x}\) is state matrix, \(B \in \mathbb{R}^{n_x \times n_u}\) is input matrix and \(C \in \mathbb{R}^{n_y \times n_x}\) is the output matrix. By using a static feedback controller of the form \(u = Fy\) with \(F \in \mathbb{R}^{n_u \times n_y}\), we can write the closed-loop system as follows:

\[
\begin{align*}
\dot{x}_F &= A_Fx_F + B_Fw, \\
z &= C_Fx_F + D_Fw,
\end{align*}
\]

where \(A_F := A + BFC\), \(B_F := B_1 + BFD_{21}\), \(C_F := C_1 + D_{12}FC\) and \(D_F := D_{11} + D_{12}FD_{21}\). Finding a fixed order controller that satisfies a given criterion such as stabilization, minimizing the \(\mathcal{H}_2\) and \(\mathcal{H}_\infty\) norm or mixed \(\mathcal{H}_2/\mathcal{H}_\infty\) synthesis leads to an optimization problem with BMI constraints by means of, e.g. Lyapunov’s theory. These problems have been studied in several research
papers both from theoretical aspects and numerical methods, see e.g. [7, 24, 33, 44, 77, 100, 117, 118, 122, 151, 187].

As contributions of this chapter, we first show that both algorithms, Algorithms 4.3.1 and 4.3.2, developed in Chapter 4 can be applied to solve the following optimization problems:

1. Sparse linear static output feedback controller design [93];
2. Spectral abscissa and pseudospectral abscissa optimization [33, 35, 120, 205];
3. $H_2$ control;
4. $H_\infty$ control;
5. and mixed $H_2/H_\infty$ synthesis control.

We implement both algorithms in Matlab and test their performance by using the data from [93, 152] and the COMPlib library [120]. We propose several heuristic procedures to find a starting point for our algorithms.

Outline of Chapter 5. The outline of this chapter is as follows. In the next section, we present the implementation details of the algorithms. In Section 5.3, we study the optimization of sparse linear static output feedback controller design, spectral abscissa and pseudospectral abscissa optimization problems. Sections 5.4 and 5.5 deal with the BMI optimization problems of $H_2$ and $H_\infty$ control, respectively. Section 5.6 presents the BMI optimization problem of mixed $H_2/H_\infty$ synthesis control. The last section gives some conclusion for this chapter.

5.2 Implementation details

We first present the following additional results which will be used in the sequel.

Definition 5.2.1. A mapping $F : \mathbb{R}^{p \times q} \times S^p \rightarrow S^p$ given by $F(X,Y) := XQ^{-1}X^T - Y$, where $Q \in S^q_{++}$, is called a Schur psd-convex$^1$ mapping.

The following results will be used to transform a Schur psd-convex constraint to an LMI constraint.

$^1$Due to Schur’s complement form
Lemma 5.2.1.

a) The mappings \( f(X) := X^T X \) and \( g(X) := XX^T \) are psd-convex on \( \mathbb{R}^{m \times n} \). The mapping \( f(X) := X^{-1} \) is psd-convex on \( S^p_+ \).

b) Suppose that \( A \in S^n \). Then the matrix inequality \( BB^T - A \preceq 0 \) is equivalent to:
\[
\begin{bmatrix}
A & B \\
B^T & I
\end{bmatrix} \succeq 0. \tag{5.2.1}
\]

c) Suppose that \( A \in S^n, D \succ 0 \). Then we have:
\[
\begin{bmatrix}
A - BB^T & C \\
C^T & D
\end{bmatrix} \succeq 0 \iff \begin{bmatrix}
A & B & C \\
B^T & I & O \\
C^T & O & D
\end{bmatrix} \succeq 0. \tag{5.2.2}
\]

The proof of this lemma is trivial by applying Schur’s complement and Lemma 4.2.1 [31]. We omit the proof details here.

Since all the problems addressed in this chapter possess at least one BMI constraint, we propose two general schemes to treat these problems based on Algorithms 4.3.1 and 4.3.2, respectively.

Scheme S.5.2.1. (For Algorithm 4.3.1).

1. **Step 1**: Find a psd-convex overestimate \( G_i(x; y_i) \) of \( F_i(x) \) w.r.t. the parameterization \( y_i = \psi_i(x) \) for \( i = 1, \ldots, m \) (see, e.g., Example 4.3.3).

2. **Step 2** (Phase 1): Find a starting point \( \bar{x}_0 \in \text{ri}(D) \).

3. **Step 3**: Whenever the iteration point \( \bar{x}_k \) is available, we define a procedure to transform the convex semidefinite programming problem \( \text{CSDP}(\bar{x}_k) \) into an optimization problem with LMI constraints.

4. **Step 4** (Phase 2): Apply Algorithm 4.3.1 with the procedure at Step 3 and an SDP solver to solve the given problem.

End.

Similar to S.5.2.1, the following scheme is using Algorithm 4.3.2.

Scheme S.5.2.2. (For Algorithm 4.3.2).

1. **Step 1**: Find a convex-concave decomposition of the BMI constraints as \( G(x) - H(x) \preceq 0 \).
Step 2 (Phase 1): Find a starting point $\bar{x}^0 \in \text{ri}(D)$.

Step 3: Whenever the iteration point $\bar{x}^k$ is available, we linearize the concave part to obtain the convex constraint $G(x) - H_k(x) \preceq 0$, where $H_k$ is the linearization of $H$ at $\bar{x}^k$, to form the convex semidefinite programming problem of the form (4.3.4).

Step 4: Define a procedure to reformulate each convex constraint of problem (4.3.4) as an LMI constraint by means of Lemma 5.2.1.

Step 5 (Phase 2): Apply Algorithm 4.3.2 with the procedures at Steps 3 and 4 and an SDP solver to solve the given problem.

End.

Next, we consider the stopping criterion to terminate Algorithms 4.3.1 and 4.3.2. We can terminate these algorithms if one of the following conditions is satisfied:

a) the subproblems \text{CSDP}(\bar{x}^k) or (4.3.4) encounters a numerical problem;

b) the maximum number of iterations, $K_{\text{max}}$, is reached;

c) $\|\bar{x}^{k+1} - \bar{x}^k\|_\infty / \max\{\|\bar{x}^k\|_\infty, 1\} \leq \varepsilon_d$ for a given tolerance $\varepsilon_d > 0$;

d) the objective values are not significantly improved after two successive iterations, i.e. $|f^{k+1} - f^k| \leq \varepsilon_f \max\{|f^k|, 1\}$ for some $k = \tilde{k}$ and $k = \tilde{k} + 1$, where $f^k := f(\bar{x}^k)$ and $\varepsilon_f$ is a given tolerance.

In the following tests, we chose $\varepsilon_d = 10^{-3}$ and $\varepsilon_f = 10^{-4}$.

We implemented both schemes \textbf{S.5.2.1} and \textbf{S.5.2.2} in Matlab 7.11.0 (R2010b) running on an Intel® Core (TM)2 Quad CPU Q6600, 2.4GHz PC Desktop with 3Gb RAM. The algorithms have been tested by using the system data from [93, 152] and the \texttt{COMPleib} library [120]. We used the YALMIP package [125] as a modeling language and SeDuMi 1.1 as an SDP solver [181] to solve the LMI optimization problems arising in the schemes \textbf{S.5.2.1} and \textbf{S.5.2.2} at the initial phase (Phase 1) and the subproblems \text{CSDP}(\bar{x}^k) and (4.3.4). The Matlab codes can be found at: \url{http://www.kuleuven.be/optec/software/BMItracer}.

We also benchmarked our methods with various examples and compared our results with HIFOO [87] and PENBMI [98] for all control problems. HIFOO is an open-source Matlab package for fixed-order controller design. It computes a fixed-order controller by using a hybrid algorithm for nonsmooth, nonconvex optimization based on quasi-Newton updating and gradient sampling techniques.
PENBMI [98] is a commercial software for solving optimization problems with quadratic objective function and BMI constraints, which is freely licensed for academic purposes. We initialized the initial controller for HIFOO and the BMI parameters for PENBMI at the initial values of our methods. As shown in [151], we can reformulate the spectral abscissa feasibility problem as a rank constrained LMI feasibility problem. Therefore, we also compared our results with LMIRank [151] (a MATLAB toolbox for solving rank constrained LMI feasibility problems) by implementing a simple procedure for solving the spectral abscissa optimization problem.

5.3 Linear output-feedback controller design

In this section, we consider two cases, namely sparse linear controller and abscissa optimization problems. Then, we show that the methods can be applied to solve an optimization problem of pseudospectral abscissa.

Sparse linear constant output feedback design

Let us consider a BMI optimization problem of sparse linear constant output-feedback design given as:

\[
\begin{align*}
\min_{\alpha, P, F} & \quad \{ f(\alpha, P, F) := -\sigma \alpha + \sum_{i=1}^{n_u} \sum_{j=1}^{n_y} |F_{ij}| \} \\
\text{s.t} & \quad (A+BFC)^T P + P(A+BFC) + 2\alpha P \prec 0, \\
& \quad P = P^T, \quad P \succ 0.
\end{align*}
\]  

(5.3.1)

Here, matrices \(A, B, C\) are given with appropriate dimensions, \(P\) and \(F\) are referred to as variables and \(\sigma > 0\) is a weighting parameter. The objective function consists of two terms: the first term \(\sigma \alpha\) is to stabilize the system (or to maximize the decay rate) and the second one is to ensure the sparsity of the gain matrix \(F\). This problem is a modification of the first example in [93]. Let us illustrate the scheme S.5.2.1 for solving this problem.

**Step 1:** Let \(B_F := A + BFC + \alpha I\), where \(I\) is the identity matrix. Then, by Example 4.2.1 we can write:

\[
\begin{align*}
(A+BFC)^T P + P(A+BFC) + 2\alpha P &= B_F^T P + PB_F \\
&= B_F^T B_F + P^T P - (B_F - P)^T (B_F - P), \quad (5.3.2) \\
&= \frac{1}{2} \left[ (B_F + P)^T (B_F + P) - (B_F - P)^T (B_F - P) \right]. \quad (5.3.3)
\end{align*}
\]
In our implementation, we used the decomposition (5.3.3). If we denote by:

\[ G(\alpha, P, F) := \frac{1}{2}(B_F + P)^T(B_F + P), \]

and

\[ H(\alpha, P, F) := \frac{1}{2}(B_F - P)^T(B_F - P), \]

then the BMI constraint in (5.3.1) can be written equivalently as a psd-convex-concave matrix inequality constraint (of a variable \( x \) formed from \((\alpha, P, F)\) as

\[ x := (\alpha, \text{vec}(P)^T, \text{vec}(F)^T)^T \]

as follows:

\[ G(\alpha, P, F) - H(\alpha, P, F) \prec 0. \]  

(5.3.5)

Note that the objective function of (5.3.1) is convex but nonsmooth which is not directly suitable for the sequential SDP approach in [44], but, the nonconvex problem (5.3.1) can be reformulated in the form of (NSDP) by using slack variables.

**Steps 2-5:** The implementation is carried out as follows:

**Phase 1.** *(Determine a starting point \( \bar{x}^0 \in r(D) \)).* Set \( F^0 := 0, \alpha^0 := -\alpha_0(A^T + A)/2 \) where \( \alpha_0(A^T + A) \) is the maximum real part of the eigenvalues of the matrix \( A^T + A \), and compute \( P = P^0 \) as the solution of the LMI feasibility problem:

\[ (A + BF^0C)^T P + P(A + BF^0C) + 2\alpha^0 P \prec 0. \]  

(5.3.6)

The above choice for \((\alpha^0, F^0)\) originates from the property that \( P^0 = I \) renders the left hand size of (5.3.6) negative semidefinite (but not negative definite).

**Phase 2.** Perform Algorithms 4.3.1 or 4.3.2 with the starting point \( \bar{x}^0 \) found at Phase 1 by applying Schemes S.5.2.1 or S.5.2.2, respectively.

As an example, let us now illustrate Step 4 of Scheme S.5.2.2. After linearizing the concave part of the convex-concave reformulation of the last BMI constraint in (5.3.1) at \((F^k, P^k, \alpha^k)\) we obtain the linearization:

\[ (A + BF^kC + \alpha I + P)^T(A + BF^kC + \alpha I + P) - H_k(F, P, \alpha) \prec 0, \]  

(5.3.7)

where \( H_k(F, P, \alpha) \) is a linear mapping of \( F, P \) and \( \alpha \). Now, by applying Lemma 5.2.1, (5.3.7) can be transformed into an LMI constraint of the form:

\[
\begin{bmatrix}
H_k(F, P, \alpha) & (A + BF^kC + \alpha I + P)^T \\
(A + BF^kC + \alpha I + P)^T & I
\end{bmatrix} > 0.
\]
With the above approach we solved problem (5.3.1) for the same system data as in [93]. Here, matrices $A$, $B$ and $C$ are given, respectively as:

$$A = \begin{bmatrix} -2.45 & -0.90 & 1.53 & -1.26 & 1.76 \\ -0.12 & -0.44 & -0.01 & 0.69 & 0.90 \\ 2.07 & -1.20 & -1.14 & 2.04 & -0.76 \\ -0.59 & 0.07 & 2.91 & -4.63 & -1.15 \\ -0.74 & -0.23 & -1.19 & -0.06 & -2.52 \end{bmatrix}, \quad B = \begin{bmatrix} 0.81 & -0.79 & 0.00 & 0.00 & -0.95 \\ -0.34 & -0.50 & 0.06 & 0.22 & 0.92 \\ -1.32 & 1.55 & -1.22 & -0.77 & -1.14 \\ -2.11 & 0.32 & 0.00 & -0.83 & 0.59 \\ 0.31 & -0.19 & -1.09 & 0.00 & 0.00 \end{bmatrix},$$

and

$$C = \begin{bmatrix} 0.00 & 0.00 & 0.16 & 0.00 & -1.78 \\ 1.23 & -0.38 & 0.75 & -0.38 & -0.00 \\ 0.46 & 0.00 & -0.05 & 0.00 & 0.00 \\ 0.00 & -0.12 & 0.23 & -0.12 & 1.14 \end{bmatrix}.$$

The weighting parameter $\sigma$ was chosen by $\sigma = 3$. In this example, Algorithm 4.3.2 was terminated after 15 iterations, whereas the objective function was not significantly improved. However, after the 2nd iteration, matrix $F$ only has 3 nonzero elements, while the decay rate $\alpha$ is 1.17316. This value is much higher than the one reported in [93], $\alpha = 0.3543$ after 6 iterations. We obtained the gain matrix $F$ as:

$$F = \begin{bmatrix} 0.6540 & 0.0000 & 0.0000 & 0.0000 \\ 0.0000 & -0.4872 & 0.0000 & 0.0000 \\ 0.0000 & 0.0000 & 0.0000 & 0.0000 \\ 0.0000 & 0.0000 & 0.0000 & 0.0000 \\ 0.0000 & 1.1280 & 0.0000 & 0.0000 \end{bmatrix}.$$

With this matrix, the maximum real part of the eigenvalues of the closed-loop matrix in (5.1.2), $A_F := A + BFC$, is $\alpha_0(A_F) := -1.40706$. Simultaneously, $\alpha_0(A_F^TP + PA_F + 2\alpha P) = -0.327258 < 0$ and $\alpha_0(P) = 0.587574 > 0$. Note that $\alpha_0(A_F) \neq -\alpha$ due to the in-activeness of the BMI constraint in (5.3.1) at the 2nd iteration.

### Spectral abscissa and pseudo-spectral abscissa optimization

One popular problem in control theory is to optimize the spectral abscissa of the closed-loop system $\dot{x} = (A + BFC)x$. Briefly, this problem is presented as an unconstrained optimization problem of the form:

$$\min_{F \in \mathbb{R}^{n_u \times n_y}} \alpha_0(A + BFC), \quad (5.3.8)$$

where $\alpha_0(A + BFC) := \sup \{ \Re(\lambda) \mid \lambda \in \Lambda(A + BFC) \}$ is the spectral abscissa of $A + BFC$, $\Re(\lambda)$ denotes the real part of $\lambda \in \mathbb{C}$ and $\Lambda(A + BFC)$ is the spectrum of $A + BFC$. Problem (5.3.8) has many drawbacks in terms of...
numerical solution due to the nonsmoothness and non-Lipschitz continuity of the objective function $\alpha_0$ [34].

In order to apply the method developed in Chapter 4, problem (5.3.8) is reformulated as an optimization problem with BMI constraints of the form, see, e.g. [34, 119]:

$$
\begin{aligned}
\max_{P,F,\beta} & \beta \\
\text{s.t.} & (A+BFC)^T P + P(A+BFC) + 2\beta P \prec 0, \\
& P = P^T, \ P \succ 0.
\end{aligned}
$$

(5.3.9)

Here, matrices $A \in \mathbb{R}^{nx \times nx}$, $B \in \mathbb{R}^{nx \times nu}$ and $C \in \mathbb{R}^{ny \times nx}$ are given. Matrices $P \in \mathbb{R}^{nx \times nx}$ and $F \in \mathbb{R}^{nu \times ny}$ and the scalar $\beta$ are considered as variables. If the optimal value of (5.3.9) is strictly positive then the closed-loop feedback controller $u = Fy$ stabilizes the linear system $\dot{x} = (A + BFC)x$.

Problem (5.3.9) is very similar to (5.3.1). Therefore, by using the same trick as in (5.3.1), we can reformulate (5.3.9) in the form of (NSDP) or (4.2.5). More precisely, if we define $BF := A + BFC + \beta I$ then the bilinear matrix mapping $A_F^T P + P A_F$ can be represented as a psd-convex-concave decomposition of the form (5.3.3) and problem (5.3.9) can be rewritten in the form of (4.2.5).

In this test, we implemented Algorithms 4.3.1 and 4.3.2 for solving this resulting problem by using the same parameters and the stopping criterion as in the previous subsection. In addition, we regularized the objective function by adding the term $\frac{\rho_F}{2} \| F - F^k \|_F^2 + \frac{\rho_P}{2} \| P - P^k \|_F^2$, with $\rho_F = \rho_P = 10^{-2}$. The maximum number of iterations $K_{max}$ was set to 200.

We tested for several problems in COMPl_ebib and compared our results with the ones reported by HIFOO, PENBMI and LMIRank. For LMIRank, we implemented the algorithm proposed in [151]. We initialized the value of the decay rate $\alpha_0$ at $10^{-4}$ and performed an iterative loop to increase $\alpha$ as $\alpha_{k+1} := \alpha_k + 0.1$. The algorithm was terminated if either the problems (12) or (21) in [151] with a corresponding value of $\alpha$ could not be solved or the maximum number of iterations $K_{max}$ := 200 was reached.

The numerical results of the four algorithms are reported in Table 5.1. Here, we initialized the algorithm in HIFOO at the same initial guess $F^0 = 0$. Since PENBMI and our methods solve the same BMI problems, they were initialized by the same initial values for $P$, $F$ and $\beta$.

The notation in Table 5.1 consists of: Name is the name of problems, $\alpha_0(A)$, $\alpha_0(A_F)$ are the maximum real part of the eigenvalues of the open-loop and closed-loop matrices $A$, $A_F$, respectively; iter is the number of iterations, time[s] is the CPU time in seconds. The columns titled HIFOO, LMIRank
Table 5.1: Computational results for (5.3.9) in COMPl_eib

<table>
<thead>
<tr>
<th>Name</th>
<th>HIFOO</th>
<th>LMIRANK</th>
<th>PENBMI</th>
<th>$\alpha_0(A_F)$</th>
<th>Iter</th>
<th>time(s)</th>
<th>$\alpha_0(A_F)$</th>
<th>Iter</th>
<th>time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC1</td>
<td>0.000</td>
<td>-0.2061</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>AC4</td>
<td>2.579</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>AC5</td>
<td>0.999</td>
<td>-0.7746</td>
<td>-1.8001</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>AC7</td>
<td>0.172</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>AC8</td>
<td>0.012</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>AC9</td>
<td>0.012</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>AC11</td>
<td>5.451</td>
<td>-0.0003</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>AC12</td>
<td>0.580</td>
<td>-10.8645</td>
<td>-9.9658</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>HE1</td>
<td>0.276</td>
<td>-0.2457</td>
<td>-0.2071</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>HE3</td>
<td>0.987</td>
<td>-0.4621</td>
<td>-2.3009</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>HE4</td>
<td>0.234</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>HE5</td>
<td>0.234</td>
<td>-0.0050</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>REA1</td>
<td>1.991</td>
<td>0.276</td>
<td>-16.3918</td>
<td>-5.9736</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
</tr>
<tr>
<td>REA2</td>
<td>2.011</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>REA3</td>
<td>0.000</td>
<td>-0.0207</td>
<td>-0.0207</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>DIS2</td>
<td>1.675</td>
<td>-6.8510</td>
<td>-10.1207</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>DIS4</td>
<td>1.442</td>
<td>-36.7203</td>
<td>-0.5420</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>WEC1</td>
<td>0.008</td>
<td>-8.9927</td>
<td>-8.7350</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>IH</td>
<td>0.000</td>
<td>-0.5000</td>
<td>-0.5000</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>CSE1</td>
<td>0.000</td>
<td>-0.4509</td>
<td>-0.4844</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>TF1</td>
<td>0.000</td>
<td>-0.0618</td>
<td>-0.3000</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>TF2</td>
<td>0.000</td>
<td>-1.0e-5</td>
<td>-1.0e-5</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>NN1</td>
<td>3.606</td>
<td>-3.0458</td>
<td>-4.4021</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>NN5</td>
<td>0.420</td>
<td>-0.0942</td>
<td>-0.0057</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>NN9</td>
<td>3.281</td>
<td>-2.0789</td>
<td>-0.7048</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>NN13</td>
<td>1.945</td>
<td>-3.2513</td>
<td>-4.5310</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
<tr>
<td>NN17</td>
<td>1.170</td>
<td>-0.1110</td>
<td>-0.5130</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-8.4766</td>
<td>0.0000</td>
<td>-0.0500</td>
<td>-7.0758</td>
</tr>
</tbody>
</table>

and PENBMI give the maximum real part of the eigenvalues of the closed-loop system for a static output feedback controller computed by available software HIFOO [87], LMIRank [151] and PENBMI [98], respectively. Our results can be found in the sixth and ninth columns. The entries with a dashed sign indicate that there is no feasible solution found. Algorithms 4.3.1 and 4.3.2 fail or make only slow progress towards a local solution with 6 problems: AC18, DIS5, PAS, NN6, NN7, NN12 in COMPl_eib. Problems AC5 and NN5 were initialized with a different matrix $F_0$ to avoid numerical problems.

Note that both Algorithms 4.3.1 and 4.3.2 as well as the algorithms implemented in HIFOO, LMIRank and PENBMI are local optimization methods, which only report a local minimizer and these solutions may not be the same. Because the LMIRank package can only handle feasibility problems, it cannot directly be used to solve problem (5.3.9). Therefore, we have used a direct search procedure for finding $\alpha$. The computational time of the overall procedure is much higher than the other methods for the majority of the test problems.
To conclude this section, we show that our methods can also be applied to solve the problem of optimizing the pseudo-spectral abscissa in static feedback controller designs. This problem is described as follows (see [34, 119]):

$$\max_{\beta, \mu, \omega, F, P} \beta$$

s.t. $\begin{bmatrix} 2\beta P + A_T F P + PA_F + \mu I - \omega I & \varepsilon P \\ \varepsilon P & \omega I \end{bmatrix} \preceq 0, \quad P \succ 0, \quad P = P^T, \quad \mu > 0,$

(5.3.10)

where $A_F = A + BFC$ as before and $\omega \leq 0$.

We only illustrate Scheme S5.2.2, but it can be done similarly for Scheme S5.2.1. By using the same notation $B_F = A + BFC + \beta I$ as in (5.3.9) and applying the statement b) of Lemma 5.2.1, the BMI constraint in this problem can be transformed into a psd-convex-concave one:

$$\begin{bmatrix} B_T F P + P^T \varepsilon P + (\mu - \omega) I & \varepsilon P \\ \varepsilon P & \omega I \end{bmatrix} - \begin{bmatrix} (B_F - P)^T (B_F - P) & 0 \\ 0 & 0 \end{bmatrix} \preceq 0.$$

If we denote the linearization of $(B_F - P)^T (B_F - P)$ at the iteration $k$ by $H_k$, i.e. $H_k = (B_F - P)^T (B_F - P) + (B_F - P)^T (B_F - P) - (B_F - P)^T (B_F - P)$, then the linearized constraint in the subproblem (4.3.4) can be represented as an LMI thanks to Lemma 5.2.1:

$$\begin{bmatrix} H_k + (\omega - \mu) I & B_T F & P & -\varepsilon P \\ B_F & I & 0 & 0 \\ P & 0 & I & 0 \\ -\varepsilon P & 0 & 0 & -\omega I \end{bmatrix} \succeq 0.$$

Hence, Algorithm 4.3.2 can be applied to solve problem (5.3.10).

**Remark 5.3.1.** If we define $\bar{F} := BFC$ then the bilinear matrix mapping $A_T F P + PA_F$ can be rewritten as:

$$A_T F P + PA_F = \frac{1}{2} [(P + \bar{F})^T (P + \bar{F}) - (P - \bar{F})^T (P - \bar{F})] - A^T P - PA.$$

By using this decomposition, one can avoid the contribution of matrix $A$ on the bilinear term. Consequently, Algorithm 4.3.2 may work better in some specific problems.

### 5.4 $\mathcal{H}_2$ control: BMI optimization approach

In this section, we consider an optimization problem arising in $\mathcal{H}_2$ synthesis of the linear system (5.1.1). Let us assume that $D_{12} = 0$ and $D_{21} = 0$, then
this problem is formulated as the following optimization problem with BMI constraints \cite{120}.

$$\min_{F,Q,X} \text{trace}(X)$$

s.t. $$\begin{bmatrix} (A+BFC)Q+Q(A+BFC)^T+B_1B_1^T & \leq 0, \\
X & C_1Q \\
QC_1^T & Q \end{bmatrix} \succeq 0, \quad Q \succ 0.$$ \hfill (5.4.1)

Here, we also assume that $B_1B_1^T$ is positive definite. Otherwise, we use $B_1B_1^T + \varepsilon I$ instead of $B_1B_1^T$ with $\varepsilon = 10^{-5}$ in (5.4.1).

In order to apply Algorithms 4.3.1 and 4.3.2 for solving problem (5.4.1), a starting point $\bar{x}^0 \in \text{ri}(D)$ is required. This task can be done by performing some extra steps called Phase 1. This phase is described in detail as follows:

**Algorithm 5.4.1. (Phase 1: Determine a starting point $\bar{x}^0 \in \text{ri}(D)$).**

**Step 1.** If $\alpha_0(A + A^T) < 0$ then we set $F^0 := 0$. Otherwise, go to Step 3.

**Step 2.** Solve the following optimization problem with LMI constraints:

$$\min_{Q,X} \text{trace}(X)$$

s.t. $A_{F^0}Q + QA_{F^0}^T + B_1B_1^T \prec 0$, $\begin{bmatrix} X & C_1Q \\
QC_1^T & Q \end{bmatrix} \succeq 0, \quad Q \succ 0,$ \hfill (5.4.2)

where $A_{F^0} := A + BF^0C$. If this problem has a solution $Q^0$ and $X^0$ then terminate Phase 1 and using $F^0, Q^0, X^0$ as a starting point $\bar{x}^0$ for Phase 2. Otherwise, go to Step 3.

**Step 3.** Solve the following feasibility problem with LMI constraints:

Find $P \succ 0$ and $K$ such that:

$$\begin{bmatrix} PA + A^TP + KC + C^TK^T & PB_1 \\
B_1^TP & -\sigma_0^2I \end{bmatrix} \preceq 0, \quad \begin{bmatrix} X & C_1 \\
C_1^T & P \end{bmatrix} \succeq 0,$$

to obtain $K^*$ and $P^*$, where $\sigma_0$ is a given regularization factor. Compute $F^* := B^+(P^*)^{-1}K^*$, where $B^+$ is a pseudo-inverse of $B$, and resolve problem (5.4.2) with $F^0 := F^*$. If problem (5.4.2) has a solution $Q^0$ and $X^0$ then set $\bar{x}^0 := (F^0, Q^0, X^0)$ and terminate Phase 1. Otherwise, perform Step 4.

**Step 4.** Apply the method in Section 5.3 to solve the following BMI feasibility problem:

Find $F$ and $Q \succ 0$ such that: $(A+BFC)Q + Q(A+BFC)^T + B_1B_1^T \prec 0.$

If this problem has a solution $F^0$ then go back to Step 2. Otherwise, declare that no strictly feasible point is found.

**End.**
Note that Step 3 of Algorithm 5.4.1 corresponds to determining a full state feedback controller and approximating it subsequently with an output feedback controller. Step 4 of Algorithm 5.4.1 is usually time consuming. Therefore, in our numerical implementation, we terminate Step 4 after finding a point such that
\[ \alpha_0((A + BFC)Q + Q(A + BFC)^T + B_1B_1^T) \leq -0.1. \]

**Remark 5.4.1.** Algorithm 5.4.1 is finite. It is terminated either at Step 4 if no feasible point is found or at Step 2 if a feasible point is found. Indeed, if a feasible matrix \( F^0 \) is found at Step 4 then the first BMI constraint of (5.4.2) is feasible with some \( Q \succ 0 \). Thus we can find an appropriate matrix \( X \) such that \( X - CQC^T \prec 0 \), which implies that the second LMI constraint of (5.4.2) is satisfied. Consequently, problem (5.4.2) has a solution.

Algorithm 5.4.1 is slightly heuristic. It can be improved when we apply it to a specific problem. However, as we can see in the numerical results, it performs quite acceptable for the majority of the test problems.

In the following numerical examples, we have implemented Phase 1 and Phase 2 of Scheme S.5.2.2 by using the decomposition:
\[
AFQ + QA_F^T + B_1B_1^T = \frac{1}{2}(AF + Q)(AF + Q)^T + B_1B_1^T - \frac{1}{2}(AF - Q)(AF - Q)^T
\]
for the BMI form at the left-top corner of the first constraint in (5.4.1). We also used the convex overestimate presented in Example 4.3.3 in Algorithm 4.3.1. The regularization parameters and the stopping criterion for Algorithms 4.3.1 and 4.3.2 were chosen as in Section 5.3 and \( K_{\text{max}} := 300 \).

We tested Algorithms 4.3.1 and 4.3.2 for many problems in COMP1eib and the computational results are reported in Table 5.2. For the comparison purpose, we also carried out the test with HIFOO [87] and PENBMI [98], and the results are put in the columns marked by HIFOO and PENBMI in Table 5.2, respectively. The initial controller for HIFOO was set to \( F^0 \) and the BMI parameters for PENBMI were initialized with \((F, Q, X) = (F^0, Q^0, X^0)\). Here, \( n_x, n_y, n_z, n_w, n_u \) are the dimensions of problems, the columns titled HIFOO and PENBMI give the \( H_2 \) norm of the closed-loop system for the static output feedback controller computed by HIFO and PENBMI; \( \text{iter} \) and \( \text{time}[s] \) are the number of iterations and CPU time in seconds of Algorithms 4.3.1 and 4.3.2, respectively, included Phase 1 and Phase 2. Problems marked by “b” mean that Step 4 in Phase 1 is performed. In Table 5.2, we only report the problems that were solved by Algorithms 4.3.1 and 4.3.2. The numerical results allow us to conclude that Algorithm 4.3.1, Algorithm 4.3.2, PENBMI and HIFOO reported similar values for the majority of the test problems in COMP1eib. Algorithm 4.3.1 failed in solving 4 problems: AC7, AC8, REA1 and DIS2.
If $D_{12} \neq 0$ then the second LMI constraint of (5.4.1) becomes a BMI constraint:

$$
\begin{bmatrix}
X \\
Q(C_1 + D_{12}FC)T
\end{bmatrix} 
\begin{bmatrix}
(C_1 + D_{12}FC)Q
\end{bmatrix} \succeq 0,
$$

(5.4.3)

which is equivalent to $X - C_{F}Q^{T}C_{F}^{T} \succeq 0$, where $C_{F} := C_1 + D_{12}FC$. Since $f(Q) := Q^{-1}$ is convex on $S_{++}^{n}$ (see Lemma 5.2.1 a)), this BMI constraint can
be reformulated as a convex-concave matrix inequality constraint of the form:

\[
\begin{bmatrix}
X & C_F \\
C_F^T & O
\end{bmatrix} + \begin{bmatrix}
O & O \\
O & Q^{-1}
\end{bmatrix} \succeq 0.
\]  

(5.4.4)

By linearizing the concave term \(-f(Q)\) at \(Q = Q^k\) as \((Q^k)^{-1} - (Q^k)^{-1}(Q - Q^k)(Q^k)^{-1}\) (see [31]), the resulting constraint can be written as an LMI constraint. Therefore, Algorithm 4.3.2 can be applied to solve problem (5.4.3) in the case \(D_{12} \neq 0\).

5.5 \(H\_\infty\) control: BMI optimization approach

Alternatively, we can also apply Algorithms 4.3.1 and 4.3.2 to solve the optimization with BMI constraints arising in \(H\_\infty\) control of the linear system (5.1.1). Let us assume that \(D_{21} = 0\), then this problem is reformulated as the following optimization problem with BMI constraints [120]:

\[
\begin{align*}
\min_{F,X,\gamma} & \quad \gamma \\
\text{s.t.} & \quad \begin{bmatrix}
  A_F^T X + X A_F & X B_1 & C_F^T D_{11} \\
  B_1^T X & -\gamma I_w & D_{11} \\
  C_F & D_{11} & -\gamma I_z
\end{bmatrix} \prec 0,
\end{align*}
\]

(5.5.1)

Here, as before, \(A_F = A + BFC\) and \(C_F = C_1 + D_{12}FC\). The bilinear matrix term \(A_F^T X + X A_F\) at the top-left corner of the first constraint can be decomposed as (5.3.2) or (5.3.3). Therefore, we can use these decompositions to transform problem (5.5.1) into (4.2.5). After linearization, the resulting subproblem is also rewritten as a standard SDP problem by applying Lemma 5.2.1. The scheme S.5.2.2 is then applied. We omit this specification here. Similarly, we can use the same trick as in Example 4.3.3 to form the convex subproblems of the form CSDP(\(\bar{x}^k\)) in Algorithm 4.3.1 for this example.

To determine a starting point, we perform Phase 1 which is similar to the one carried out in the \(H_2\)-control subsection.

Algorithm 5.5.1.(Phase 1: Determine a starting point \(\bar{x}^0 \in \text{ri}(\mathcal{D})\)).

Step 1. If \(\alpha_0(A^T + A) < 0\) then set \(F^0 = 0\). Otherwise, go to Step 3.

Step 2. Solve the following optimization problem with LMI constraints:

\[
\begin{align*}
\min_{\gamma,X} & \quad \gamma \\
\text{s.t.} & \quad \begin{bmatrix}
  A_F^0 X + X A_F^0 & X B_1 & C_F^T D_{11} \\
  B_1^T X & -\gamma I_w & D_{11} \\
  C_F^0 & D_{11} & -\gamma I_z
\end{bmatrix} \prec 0,
\end{align*}
\]

(5.5.2)

\(X \succ 0, \quad \gamma > 0,\)
where $A_{F^0} := A + BF^0C$ and $C_{F^0} := C_1 + D_{12}F^0C$. If this problem has a solution $\gamma^0$ and $X^0$ then terminate Phase 1 and using $F^0$ together with $\gamma^0, X^0$ as a starting point $\bar{x}^0$ for Phase 2. Otherwise, go to Step 3.

**Step 3.** Solve the following feasibility problem of LMI constraints:

\[
\begin{bmatrix}
PA^T + AP + K^TB^TB^T + BK & B_1 & PC_1 + KD_{12}^T \\
B_1^T & -\gamma I_w & D_{11}^T \\
C_1 P + D_{12}K & D_{11} & -\gamma I_z
\end{bmatrix} \prec 0,
\]

to obtain $K^*, \gamma^*$ and $P^*$. Compute $F^* := K^*(P^*)^{-1}C^+$, where $C^+$ is a pseudo-inverse of $C$, and resolve problem (5.5.2) with $F^0 := F^*$. If problem (5.5.2) has a solution $X^0$ and $\gamma^0$ then set $\bar{x}^0 := (F^0, X^0, \gamma^0)$ and terminate Phase 1. Otherwise, perform Step 4.

**Step 4.** Apply the method in Section 5.3 to solve the following BMI feasibility problem:

\[
\text{Find } F \text{ and } P > 0 \text{ such that: } (A + BFC)^TP + P(A + BFC) \prec 0.
\]

If this problem has a solution $F^0$ then go back to Step 2. Otherwise, declare that no strictly feasible point for (5.5.1) is found.

**End.**

As in the $H_2$ control problem, Algorithm 5.5.1 of the $H_\infty$ control problem is also terminated after finite iterations. In this Section, we also tested Algorithms 4.3.1 and 4.3.2 by using Algorithm 5.5.1 at Phase 1 for several problems in COMPlib and by using the same parameters and the stopping criterion as in the previous sections. The computational results are shown in Table 5.3. The numerical results computed by HIFOO and PENBMI are also included in Table 5.3. Here, the notation is the same as in Table 5.2, except that $H_\infty$ denotes the $H_\infty$-norm of the closed-loop system for the static output feedback controller. We can see from Table 5.3 that the optimal values reported by Algorithms 4.3.1 and 4.3.2 and HIFOO are almost similar for many problems whereas in general PENBMI has difficulties in finding a feasible solution.

### 5.6 Mixed $H_2/H_\infty$ control: BMI optimization approach

Motivated from the $H_2$ and $H_\infty$-control problem, in this section we consider the mixed $H_2/H_\infty$ synthesis control problem. Let us assume that $D_{11} = 0$, $D_{21} = 0$ and the performance output $z$ is divided in two components, $z_1$ and
Table 5.3: $H_\infty$ synthesis benchmarks on COMPl_eib plants

<table>
<thead>
<tr>
<th>Problem</th>
<th>$\mathcal{H}_\infty$</th>
<th>Other Results, $\mathcal{H}_\infty$</th>
<th>Algorithm 4.3.1</th>
<th>Algorithm 4.3.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC1</td>
<td>0.0000</td>
<td>PENBMI</td>
<td>0.0195</td>
<td>300 28.050</td>
</tr>
<tr>
<td>AC2</td>
<td>0.1115</td>
<td>PENBMI</td>
<td>0.0177</td>
<td>300 28.050</td>
</tr>
<tr>
<td>AC3</td>
<td>4.7021</td>
<td>PENBMI</td>
<td>3.5053</td>
<td>210 76.170</td>
</tr>
<tr>
<td>AC4</td>
<td>0.9355</td>
<td>PENBMI</td>
<td>69.9900</td>
<td>2 2.620</td>
</tr>
<tr>
<td>AC6</td>
<td>4.1140</td>
<td>PENBMI</td>
<td>4.1954</td>
<td>167 138.370</td>
</tr>
<tr>
<td>AC7</td>
<td>0.0651</td>
<td>PENBMI</td>
<td>0.0339</td>
<td>300 276.310</td>
</tr>
<tr>
<td>AC8</td>
<td>2.0050</td>
<td>PENBMI</td>
<td>4.5463</td>
<td>247 298.070</td>
</tr>
<tr>
<td>AC9</td>
<td>1.0048</td>
<td>PENBMI</td>
<td>4.2254</td>
<td>300 470.910</td>
</tr>
<tr>
<td>AC11</td>
<td>3.5603</td>
<td>PENBMI</td>
<td>3.4924</td>
<td>68 60.260</td>
</tr>
<tr>
<td>AC12</td>
<td>0.3160</td>
<td>PENBMI</td>
<td>2.5345</td>
<td>300 181.870</td>
</tr>
<tr>
<td>AC15</td>
<td>15.2074</td>
<td>PENBMI</td>
<td>15.2036</td>
<td>150 36.700</td>
</tr>
<tr>
<td>AC16</td>
<td>15.4909</td>
<td>PENBMI</td>
<td>15.0433</td>
<td>180 68.820</td>
</tr>
<tr>
<td>AC17</td>
<td>6.6124</td>
<td>PENBMI</td>
<td>6.6571</td>
<td>129 42.400</td>
</tr>
<tr>
<td>HE1</td>
<td>1.5258</td>
<td>PENBMI</td>
<td>0.2188</td>
<td>300 143.520</td>
</tr>
<tr>
<td>HE2</td>
<td>1.4931</td>
<td>PENBMI</td>
<td>6.8168</td>
<td>177 67.470</td>
</tr>
<tr>
<td>HE3</td>
<td>0.8545</td>
<td>PENBMI</td>
<td>0.8640</td>
<td>105 95.000</td>
</tr>
<tr>
<td>HE4</td>
<td>23.3448</td>
<td>PENBMI</td>
<td>252.9511</td>
<td>252 325.580</td>
</tr>
<tr>
<td>HE5</td>
<td>8.8952</td>
<td>PENBMI</td>
<td>36.3330</td>
<td>300 430.820</td>
</tr>
<tr>
<td>REA1</td>
<td>0.8975</td>
<td>PENBMI</td>
<td>0.8815</td>
<td>96 34.430</td>
</tr>
<tr>
<td>REA2</td>
<td>1.1881</td>
<td>PENBMI</td>
<td>1.4444</td>
<td>300 118.320</td>
</tr>
<tr>
<td>REA3</td>
<td>12.0012</td>
<td>PENBMI</td>
<td>74.4460</td>
<td>2 234.800</td>
</tr>
<tr>
<td>DIS1</td>
<td>4.1716</td>
<td>PENBMI</td>
<td>4.2041</td>
<td>129 66.130</td>
</tr>
<tr>
<td>DIS2</td>
<td>1.0548</td>
<td>PENBMI</td>
<td>1.1750</td>
<td>64 17.120</td>
</tr>
<tr>
<td>DIS3</td>
<td>0.7465</td>
<td>PENBMI</td>
<td>0.7532</td>
<td>285 195.960</td>
</tr>
<tr>
<td>DIS4</td>
<td>12.8462</td>
<td>PENBMI</td>
<td>12.9461</td>
<td>64 38.380</td>
</tr>
<tr>
<td>AGS</td>
<td>8.1732</td>
<td>PENBMI</td>
<td>8.1733</td>
<td>24 55.290</td>
</tr>
<tr>
<td>WEC2</td>
<td>4.2726</td>
<td>PENBMI</td>
<td>8.8689</td>
<td>300 476.010</td>
</tr>
<tr>
<td>WEC3</td>
<td>4.4497</td>
<td>PENBMI</td>
<td>7.8215</td>
<td>300 425.330</td>
</tr>
<tr>
<td>BDT1</td>
<td>0.2664</td>
<td>PENBMI</td>
<td>0.8544</td>
<td>29 40.910</td>
</tr>
<tr>
<td>MFP</td>
<td>31.5899</td>
<td>PENBMI</td>
<td>31.6388</td>
<td>171 57.430</td>
</tr>
<tr>
<td>IH</td>
<td>1.9797</td>
<td>PENBMI</td>
<td>1.1861</td>
<td>87 67.470</td>
</tr>
<tr>
<td>CSE1</td>
<td>0.0201</td>
<td>PENBMI</td>
<td>0.0219</td>
<td>3 20.250</td>
</tr>
<tr>
<td>PSM</td>
<td>0.9202</td>
<td>PENBMI</td>
<td>0.9266</td>
<td>87 67.470</td>
</tr>
<tr>
<td>EB1</td>
<td>3.9526</td>
<td>PENBMI</td>
<td>3.9526</td>
<td>300 295.420</td>
</tr>
<tr>
<td>EB2</td>
<td>2.0201</td>
<td>PENBMI</td>
<td>2.0201</td>
<td>395.420</td>
</tr>
<tr>
<td>EB3</td>
<td>2.0575</td>
<td>PENBMI</td>
<td>2.0575</td>
<td>395.420</td>
</tr>
<tr>
<td>NN1</td>
<td>13.9782</td>
<td>PENBMI</td>
<td>14.6882</td>
<td>300 127.330</td>
</tr>
<tr>
<td>NN2</td>
<td>2.2216</td>
<td>PENBMI</td>
<td>2.2216</td>
<td>9 4.060</td>
</tr>
<tr>
<td>NN4</td>
<td>1.3627</td>
<td>PENBMI</td>
<td>1.3884</td>
<td>156 51.800</td>
</tr>
<tr>
<td>NN8</td>
<td>2.8871</td>
<td>PENBMI</td>
<td>2.8952</td>
<td>180 91.830</td>
</tr>
<tr>
<td>NN9</td>
<td>28.9083</td>
<td>PENBMI</td>
<td>37.7461</td>
<td>300 129.920</td>
</tr>
<tr>
<td>NN10</td>
<td>0.1037</td>
<td>PENBMI</td>
<td>0.1596</td>
<td>9 366.890</td>
</tr>
<tr>
<td>NN15</td>
<td>0.1039</td>
<td>PENBMI</td>
<td>0.1201</td>
<td>6 3.740</td>
</tr>
<tr>
<td>NN16</td>
<td>0.9567</td>
<td>PENBMI</td>
<td>0.9699</td>
<td>48 37.950</td>
</tr>
<tr>
<td>NN17</td>
<td>11.2182</td>
<td>PENBMI</td>
<td>11.2538</td>
<td>87 32.160</td>
</tr>
</tbody>
</table>

$z_2$. Then the linear system (5.1.1) becomes:

$$\begin{align*}
\dot{x} &= Ax + B_1 w + Bu, \\
z_1 &= C_1 z_1 + D_{12} u, \\
z_2 &= C_2 z_2 + D_{22} u, \\
y &= C x.
\end{align*} \tag{5.6.1}$$
The mixed $\mathcal{H}_2/\mathcal{H}_\infty$ control problem is to find a static output feedback gain $F$ such that, for $u = Fy$, the $\mathcal{H}_2$-norm of the closed loop from $w$ to $z_2$ is minimized, while the $\mathcal{H}_\infty$-norm from $w$ to $z_1$ is less than some imposed level $\gamma$ [32, 119, 152].

This problem leads to the following optimization problem with two BMI constraints [152]:

$$
\begin{align*}
\min_{F, P_1, P_2, Z} \quad & \text{trace}(Z) \\
\text{s.t.} \quad & 
\begin{bmatrix}
A_T P_1 + P_1 (C_{z1}^T)^T C_{z1} + P_1 B_1 & \gamma^2 I \\
B_T^T P_1 & 0
\end{bmatrix} < 0, \\
& 
\begin{bmatrix}
A_T P_2 + P_2 A_F + P_2 B_1 & P_2 B_1 \\
B_T^T P_2 & -I
\end{bmatrix} < 0, \\
& 
\begin{bmatrix}
P_2 (C_{z2}^T)^T & Z
\end{bmatrix} \succ 0, \\
P_1 \succ 0, \quad P_2 \succ 0,
\end{align*}
$$

(5.6.2)

where $A_F := A + BFC$, $C_{z1}^1 := C_{1z1} + D_{1z2} FC$ and $C_{z2}^2 := C_{1z2} + D_{1z2} FC$. Note that if $C = I_{n_x}$, the identity matrix, then this problem becomes an optimization problem of mixed $\mathcal{H}_2/\mathcal{H}_\infty$-control for static state feedback design considered in [152]. In this section, we tested Algorithm 4.3.2 for the static state feedback and output feedback cases. We only tested Algorithm 4.3.1 for the second case.

**Case 1.** *(The static state feedback case ($C = I_{n_x}$)).* First, we applied the method in [152] to find an initial point via solving two optimization problems with LMI constraints. Then, we used the same approach as in the previous sections to transform problem (5.6.2) into an optimization problem with psd-convex-concave matrix inequality constraints. Finally, Algorithm 4.3.2 was implemented to solve the resulting problem. For convenience of implementation, we introduced a slack variable $\eta$ and then replaced the objective function in (5.5.1) by $f(x) = \eta^2$ with an additional constraint $\text{trace}(Z) \leq \eta^2$.

In the first case, we tested Algorithm 4.3.2 with three problems. The first problem was also considered in [93] with:

$$
A = \begin{bmatrix}
-1.40 & -0.49 & -1.93 \\
-1.73 & -1.69 & -1.25 \\
0.99 & 2.08 & -2.49
\end{bmatrix},
B_1 = \begin{bmatrix}
-0.16 & -1.29 \\
0.81 & 0.96 \\
0.41 & 0.65
\end{bmatrix},
B = \begin{bmatrix}
0.25 \\
0.41 \\
0.65
\end{bmatrix},
$$

$$
C_{z1}^1 = \begin{bmatrix}
-0.41 & 0.44 & 0.68
\end{bmatrix}, \quad C_{z2}^2 = \begin{bmatrix}
-1.77 & 0.50 & -0.40
\end{bmatrix},
$$

$$
D_{1z2} = 1, \quad \text{and} \quad \gamma = 2.
$$

If the tolerance $\varepsilon = 10^{-3}$ was chosen then Algorithm 4.3.2 converged after 17 iterations and reported the value $\eta = 0.7489$ with:

$$
F = \begin{bmatrix}
1.9485 & 0.3990 & -0.2119
\end{bmatrix}.
$$
This result is similar to the one shown in [152]. If we regularized the subproblem (4.3.4) with \( \rho = 0.5 \times 10^{-3} \) and \( Q = I_{PF} \) then the number of iterations reduced to 10 iterations.

The second problem is \texttt{DIS4} in \texttt{COMPl.eib} [120]. In this problem, we set \( C_{1z1} = C_{1z2} \) and \( D_{1z1} = D_{1z2} \) as in [152]. Algorithm 4.3.2 converged after 24 iterations with the same tolerance \( \varepsilon = 10^{-3} \). It reported \( \eta = 1.6925 \) and \( \gamma = 1.1996 \) with:

\[
F = \begin{bmatrix}
-0.8663 & -0.6504 & -1.1115 & -0.1951 & -0.6099 & 0.2065 \\
0.1591 & -0.4941 & -0.6322 & -0.5409 & -1.2895 & 0.2774 \\
-0.7017 & -0.0785 & 0.6121 & -0.8919 & 0.2518 & -0.2354 \\
-0.0522 & -0.5556 & -0.5838 & 0.4497 & -1.4279 & -0.6677
\end{bmatrix}.
\]

If we regularized the subproblem (4.3.4) with \( \rho = 0.5 \times 10^{-3} \) and \( Q = I_{PF} \) then the number of iterations was 18.

The third problem is \texttt{AC16} in \texttt{COMPl.eib} [120]. In this example we also chose \( C_{1z1} = C_{1z2} \) and \( D_{1z1} = D_{1z2} \) as in the previous problem. As mentioned in [152], if we chose a starting value \( \gamma_0 = 100 \), then the LMI problem could not be solved by the SDP solvers (e.g., Sedumi, SDPT3) due to numerical problems. Thus, we rescaled the LMI constraints by using the same trick as in [152]. After doing this, Algorithm 4.3.2 converged after 298 iterations with the same tolerance \( \varepsilon = 10^{-3} \). The value of \( \eta \) reported in this case was \( \eta = 12.3131 \) and \( \gamma = 20.1433 \) with:

\[
F = \begin{bmatrix}
-1.8533 & 0.1737 & 0.6980 & 6.4208 \\
4.2672 & -0.9668 & -1.5952 & -2.9240
\end{bmatrix}.
\]

The results obtained by Algorithm 4.3.2 for solving problems \texttt{DIS4} and \texttt{AC16} in this paper confirm the results reported in [152].

**Case 2.** (The static output feedback case). As before, we first propose a procedure called Phase 1 to determine a starting point for Algorithms 4.3.1 and 4.3.2. We described this phase algorithmically as follows.

**Algorithm 5.6.1.** (Phase 1: Determine a starting point \( \bar{x}^0 \)).

*Step 1.* If \( \alpha_0(A^T + A) < 0 \) then set \( F^0 = 0 \). Otherwise, go to Step 3.

*Step 2.* Solve the following linear SDP problem:

\[
\begin{align*}
\min_{P_1, P_2, Z} & \quad \text{trace}(Z) \\
\text{s.t.} & \quad \begin{bmatrix}
A_{F0}^T P_1 + P_1 A_{F0} + (C_{F0}^{z1})^T C_{F0}^{z1} & P_1 B_1 \\
B_1^T P_1 & -\gamma I
\end{bmatrix} \prec 0, \\
A_{F0}^T P_2 + P_2 A_{F0} & \quad P_2 B_1 \\
B_1^T P_2 & \quad -I \\
P_2 & \quad (C_{F0}^{z2})^T Z \\
C_{F0}^{z2} & \quad Z
\end{bmatrix} \succ 0, \quad P_1 \succ 0, \quad P_2 \succ 0.
\end{align*}
\]
where $A_{F^0} = A + BF^0 C$, $C_{F^0} = C_1 + D_{12} F^0 C$ and $C_{F^0} = C_2 + D_{12} F^0 C$. If this problem has an optimal solution $P_1^0, P_2^0$ and $Z^0$ then terminate Phase 1. Set $\bar{x}^0 := (F^0, P_1^0, P_2^0, Z^0)$ for a starting point of Algorithm 4.3.1 or Algorithm 4.3.2 in Phase 2. Otherwise go to Step 3.

**Step 3.** Solve the following LMI feasibility problem:

$$
\begin{bmatrix}
AQ + QA^T + BW + WT^T B_1 & (C_1 + D_{12} W)^T \\
B_1^T & -I_w & O \\
C_1 + D_{12} W & O & -\gamma^2 I_z
\end{bmatrix} < 0,
$$

(5.6.4)

Find $Q \succ 0$, $W$ and $Z$ such that:

$$
\begin{bmatrix}
AQ + QA^T + BW + WT^T B_1 & (C_1 + D_{12} W)^T \\
B_1^T & -I_w & O \\
C_1 + D_{12} W & O & -\gamma^2 I_z
\end{bmatrix} < 0,
$$

(5.6.4)

**Step 4.** Solve the following optimization with BMI constraints:

$$\max_{\beta, F, P_1 \succ 0, P_2 \succ 0} \beta$$

$$\text{s.t. } A_F^T P_1 + P_1 A_F + (C_F^{z_1})^T C_F^{z_2} + \gamma^{-2} P_1 B_1 B_1^T P_1 \leq -2 \beta P_1,$$

$$A_F^T P_2 + P_2 A_F + P_2 B_1 B_1^T P_2 \leq -2 \beta P_2$$

to obtain an optimal solution $F^*$ corresponding to the optimal value $\beta^*$. If $\beta^* > 0$ then set $F^0 := F^*$ and go back to Step 2 to determine $P_1^0, P_2^0$ and $Z^0$. Otherwise, declare that no strictly feasible point of problem (5.6.2) is found.

**End.**

Since at Step 4 of Algorithm 5.6.1 requires one to solve an optimization problem with two BMI constraints, this task is usually expensive. In our implementation, we only terminate this step after finding a strictly feasible point with a feasible gap 0.1 as before. If matrix $C$ is invertible then matrix $F^*$ at Step 3 is $F^* = W^*(Q^*)^{-1} C'$ . Hence, we can ignore Step 4 of Phase 1.

To avoid a numerical problem in Step 3, we can reformulate problem (5.6.4) equivalently to the following one:

Find $Q \succ 0$, $W$ and $Z$ such that:

$$
\begin{bmatrix}
AQ + QA^T + BW + WT^T B_1 & (C_1 + D_{12} W)^T \\
B_1^T & -I_w & O \\
C_1 + D_{12} W & O & -\gamma^2 I_z \\
C_1 Q + D_{12} W & Z
\end{bmatrix} > 0.
$$
We tested Algorithm 4.3.1 described above for several problems in COMPl_eib with the level values $\gamma = 4$ and $\gamma = 10$. In these examples, we assume that the output signals $z_1 \equiv z_2$. Thus we have $C_{z_1}^1 = C_{z_1}^2 = C_1$ and $D_{z_1}^1 = D_{z_1}^2 = D_1$. The parameters and the stopping criterion of the algorithm were chosen as in Section 5.3. The computational results are reported in Table 5.4 with $\gamma = 4$ and $\gamma = 10$. Here, $H_2/H_\infty$ are the $H_2$ and $H_\infty$ norms of the closed-loop systems for the static output feedback controller, respectively. With $\gamma = 10$, the computational results show that Algorithm 4.3.1 satisfies the condition $\|P_\infty(s)\|_\infty \leq \gamma = 10$ for the test problems except problems AC11 and AC12. While, with $\gamma = 4$, there are 6 problems reported infeasible, which are denoted by “-”. The $H_\infty$-constraint of two problems AC11 and NN8 is active with respect to $\gamma = 4$.

We also tested Algorithm 4.3.2 by using the same parameters as in Algorithm 4.3.1 above. The results are reported in Table 5.5. With $\gamma = 10$ Algorithm 4.3.2 solved all the problems, while, with $\gamma = 4$, there are 5 problems reported

Table 5.4: Mixed $H_2/H_\infty$ synthesis benchmarks on COMPl_eib plants reported by Algorithm 4.3.1.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Results and Performances ($\gamma = 4$)</th>
<th>Results and Performances ($\gamma = 10$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>$H_2/H_\infty$</td>
<td>iter</td>
</tr>
<tr>
<td>AC1</td>
<td>0.0587 / 0.0993</td>
<td>2</td>
</tr>
<tr>
<td>AC2</td>
<td>0.1071 / 0.1730</td>
<td>1</td>
</tr>
<tr>
<td>AC3</td>
<td>- / -</td>
<td>-</td>
</tr>
<tr>
<td>AC6</td>
<td>- / -</td>
<td>-</td>
</tr>
<tr>
<td>AC7</td>
<td>0.0438 / 0.0610</td>
<td>34</td>
</tr>
<tr>
<td>AC11</td>
<td>4.0914 / 3.9983</td>
<td>110</td>
</tr>
<tr>
<td>AC12</td>
<td>0.0924 / 0.3486</td>
<td>-</td>
</tr>
<tr>
<td>AC17</td>
<td>- / -</td>
<td>-</td>
</tr>
<tr>
<td>HE1</td>
<td>0.0973 / 0.2046</td>
<td>34</td>
</tr>
<tr>
<td>HE2</td>
<td>- / -</td>
<td>-</td>
</tr>
<tr>
<td>REA1</td>
<td>1.8217 / 1.4795</td>
<td>51</td>
</tr>
<tr>
<td>DIS1</td>
<td>- / -</td>
<td>-</td>
</tr>
<tr>
<td>DIS2</td>
<td>2.0580 / 1.7969</td>
<td>66</td>
</tr>
<tr>
<td>DIS4</td>
<td>1.6932 / 1.1899</td>
<td>72</td>
</tr>
<tr>
<td>AGS</td>
<td>- / -</td>
<td>-</td>
</tr>
<tr>
<td>PSM</td>
<td>1.5157 / 0.9268</td>
<td>237</td>
</tr>
<tr>
<td>EB2</td>
<td>0.9023 / 0.8142</td>
<td>124.200</td>
</tr>
<tr>
<td>EB3</td>
<td>0.9144 / 0.8143</td>
<td>124.200</td>
</tr>
<tr>
<td>NN2</td>
<td>1.5652 / 2.4771</td>
<td>18</td>
</tr>
<tr>
<td>NN4</td>
<td>1.8778 / 2.0501</td>
<td>202</td>
</tr>
<tr>
<td>NN8</td>
<td>2.3609 / 3.9999</td>
<td>21</td>
</tr>
<tr>
<td>NN15</td>
<td>0.0490 / 0.1366</td>
<td>24</td>
</tr>
<tr>
<td>NN16</td>
<td>0.3544 / 0.9569</td>
<td>108</td>
</tr>
</tbody>
</table>
Table 5.5: Mixed $\mathcal{H}_2/\mathcal{H}_\infty$ synthesis benchmarks on COMPl plants reported by Algorithm 4.3.2.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Results and Performances ($\gamma = 4$)</th>
<th>Results and Performances ($\gamma = 10$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>$\mathcal{H}<em>2/\mathcal{H}</em>\infty$</td>
<td>iter time [s]</td>
</tr>
<tr>
<td>AC1</td>
<td>0.0585 / 0.0990</td>
<td>3 4.22</td>
</tr>
<tr>
<td>AC2</td>
<td>0.1067 / 0.1723</td>
<td>6 7.31</td>
</tr>
<tr>
<td>AC3</td>
<td>5.2770 / 3.9999</td>
<td>51 281.53</td>
</tr>
<tr>
<td>AC6</td>
<td>- / -</td>
<td>-</td>
</tr>
<tr>
<td>AC7</td>
<td>0.0415 / 0.0961</td>
<td>1 3.39</td>
</tr>
<tr>
<td>AC8</td>
<td>1.2784 / 2.2288</td>
<td>43 60.78</td>
</tr>
<tr>
<td>AC11</td>
<td>4.0704 / 4.0000</td>
<td>76 175.75</td>
</tr>
<tr>
<td>AC12</td>
<td>0.0924 / 0.3486</td>
<td>18 73.46</td>
</tr>
<tr>
<td>AC17</td>
<td>- / -</td>
<td>-</td>
</tr>
<tr>
<td>HE1</td>
<td>0.1123 / 0.2257</td>
<td>2 131.18</td>
</tr>
<tr>
<td>HE2</td>
<td>- / -</td>
<td>-</td>
</tr>
<tr>
<td>REA1</td>
<td>1.8214 / 1.4740</td>
<td>30 25.64</td>
</tr>
<tr>
<td>REA2</td>
<td>3.5014 / 3.5180</td>
<td>42 22.09</td>
</tr>
<tr>
<td>DIS1</td>
<td>- / -</td>
<td>-</td>
</tr>
<tr>
<td>DIS2</td>
<td>1.5079 / 1.8500</td>
<td>18 7.92</td>
</tr>
<tr>
<td>DIS3</td>
<td>2.0577 / 1.7934</td>
<td>27 25.03</td>
</tr>
<tr>
<td>DIS4</td>
<td>1.6926 / 1.1952</td>
<td>21 18.62</td>
</tr>
<tr>
<td>AGS</td>
<td>- / -</td>
<td>-</td>
</tr>
<tr>
<td>PSM</td>
<td>1.5115 / 0.9248</td>
<td>177 160.41</td>
</tr>
<tr>
<td>EB2</td>
<td>0.7765 / 1.0828</td>
<td>7 9.70</td>
</tr>
<tr>
<td>EB3</td>
<td>0.8406 / 0.9249</td>
<td>1 3.21</td>
</tr>
<tr>
<td>EB4</td>
<td>1.0147 / 1.0707</td>
<td>6 59.55</td>
</tr>
<tr>
<td>NN2</td>
<td>1.5651 / 2.4834</td>
<td>12 5.37</td>
</tr>
<tr>
<td>NN4</td>
<td>1.8778 / 2.0501</td>
<td>202 154.49</td>
</tr>
<tr>
<td>NN8</td>
<td>2.3609 / 3.9999</td>
<td>21 15.71</td>
</tr>
<tr>
<td>NN15</td>
<td>0.0820 / 0.1010</td>
<td>42 8.75</td>
</tr>
<tr>
<td>NN16</td>
<td>0.3187 / 0.9574</td>
<td>90 96.44</td>
</tr>
</tbody>
</table>

infeasible. The $\mathcal{H}_\infty$-constraint of three problems: AC8, AC11 and NN8 is active in this algorithm.

As we can see from Tables 5.4 and 5.5 that the results given by Algorithm 4.3.1 are similar to Algorithm 4.3.2 in the majority of the tested problems. However, Algorithm 4.3.1 encounters a difficulty for solving this example compared to Algorithm 4.3.2.

### 5.7 Conclusion

In this chapter we have shown the applications of two algorithms developed in Chapter 4 to solve optimization problems with BMI constraints arising...
from static state/output feedback controller design. One main task of these algorithms is to find a starting point in the interior of the feasible set of the given problem. We have proposed several new procedures to find such a point which can be carried out in finite steps. Both algorithms have been tested via several numerical examples in static feedback controller design using the data from the COMPLeib library. We have also compared our codes with other software tools such as PENBMI, HIFOO and LMIRank. The numerical tests have shown that our codes provided competitive results to those solvers for the majority of the tested problems.
Part II

Decomposition in Separable Optimization
Chapter 6

Existing approaches in separable optimization

Many optimization problems fall into the class of large-scale and separable optimization and need to be solved in a parallel and distributed manner. Such problems appear in many fields of science and engineering such as graph theory, networks, transportation, distributed model predictive control, distributed estimation, multistage stochastic optimization, compressive sensing and machine learning, see e.g. [14, 42, 46, 78, 101, 114, 115, 158, 166, 175, 203, 206, 207, 212, 218] and the references quoted therein. Solving large-scale optimization problems is still a challenge in many applications [43] due to the limitations of computational devices and computer systems. Recently, thanks to the development of parallel and distributed computing systems, many large-scale problems have been solved by using the framework of decomposition. However, methods and algorithms for solving this type of problems, which can be run in a parallel or distributed manner, are still limited [17, 43]. Part II of the thesis focuses on developing numerical solution methods for solving separable optimization problems based on decomposition approaches. This part will be divided into five chapters. In Chapter 6, we mainly review some related existing methods for solving separable optimization problems, describe the Lagrangian dual decomposition framework and recall some concepts related to parallel and distributed algorithms and performance profiles. Chapters 7, 8 and 9 present alternatively two smoothing techniques in the dual decomposition framework and propose different decomposition methods for solving separable convex optimization problems. An extension to the nonconvex case is considered in Chapter 10.
Outline of Chapter 6. This chapter is organized as follows. First, we state our problem formulations both in the convex and nonconvex case and the optimality condition of these problems in Section 6.1. Next, we briefly review some existing but related methods for solving such problems in Section 6.2. Then, we recall the Lagrangian dual decomposition approach for separable convex optimization in Section 6.3. Section 6.4 recalls some concepts related to parallel and distributed algorithms. The last section briefly describes performance profile concepts.

6.1 Problem statements

From now on, we focus on separable optimization problems both in the convex and nonconvex case. For later references, we state these problems separately in the following two subsections.

Separable convex optimization

We are interested in the following separable convex optimization problem:

\[
\phi^* := \begin{cases} 
\min_{x \in \mathbb{R}^n} & \phi(x) := \sum_{i=1}^{M} \phi_i(x_i) \\
\text{s.t.} & \sum_{i=1}^{M} (A_i x_i - b_i) = 0, \\
& x_i \in X_i, \ i = 1, \ldots, M, 
\end{cases} 
\]

(SepCOP)

where \( x := (x_1, x_2, \ldots, x_M) \in \mathbb{R}^n \) is a vector of decision variables, \( \phi_i : \mathbb{R}^{n_i} \to \mathbb{R} \) is convex, \( X_i \in \mathbb{R}^{n_i} \) is a nonempty, closed convex set, \( A_i \in \mathbb{R}^{m \times n_i}, b_i \in \mathbb{R}^m \) for all \( i = 1, \ldots, M \), and \( n_1 + n_2 + \cdots + n_M = n \). As usual, we refer to the first constraint as a coupling linear constraint and the last constraints as local convex constraints. This problem is also known as monotropic program \[17\].

In principle, all convex programming problems can be brought into this separable form by doubling the variables, i.e. by introducing new variables \( x_i \) and then imposing the constraint \( x_i = x \). Despite the increasing number of variables, treating convex programming problems in such a way may be useful in some situations, see, e.g. \[74, 78\]. Let \( X := X_1 \times X_2 \times \cdots \times X_M \) be the Cartesian product of \( X_i \), \( A := [A_1, A_2, \cdots, A_M] \) be a matrix formed from \( M \) blocks \( A_i, \ i = 1, \ldots, M \) and \( b := \sum_{i=1}^{M} b_i \). Then the first constraint of \( \text{(SepCOP)} \) can shortly be written as \( Ax - b = 0 \).
Alternatively to (SepCOP), we can also consider the maximization formulation:

\[
\phi^* := \begin{cases} 
\max_{x \in \mathbb{R}^n} \phi(x) := \sum_{i=1}^{M} \phi_i(x_i) \\
\text{s.t.} \\
\sum_{i=1}^{M} (A_i x_i - b_i) = 0, \\
x_i \in X_i, \ i = 1, \ldots, M.
\end{cases} \tag{SepCOP_max}
\]

Here, the objective functions \(\phi_i\) is assumed to be concave for \(i = 1, \ldots, M\). Since \(\max \phi(x) = -\min\{-\phi(x)\}\), both formulations (SepCOP) and (SepCOP\_max) are equivalent.

**Fundamental assumption and optimality condition.** Problem (SepCOP) is said to satisfy the Slater constraint qualification condition if:

\[
\text{ri}(X) \cap \{x \in \mathbb{R}^n \mid Ax = b\} \neq \emptyset, \tag{6.1.1}
\]

where \(\text{ri}(X)\) is the relative interior of the convex set \(X\). Let us denote by \(X^*\) the solution set of (SepCOP). Throughout Part II, we assume that the following assumption is satisfied [165].

**Assumption A.6.1.7.** The solution set \(X^*\) is nonempty and either the Slater qualification condition for problem (SepCOP) holds or \(X_i\) is polyhedral. The function \(\phi_i\) is proper, lower semicontinuous and convex in \(\mathbb{R}^{n_i}\) for \(i = 1, \ldots, M\).

Note that the objective function \(\phi\) is not necessarily smooth. For example, \(\phi(x) = \|x\|_1 = \sum_{i=1}^{n} |x(i)|\), which is nonsmooth and separable, see Example 1.1.4. In the maximization case (SepCOP\_max), the objective function \(\phi\) is assumed to be proper, upper semicontinuous and concave in \(\mathbb{R}^{n_i}\) for \(i = 1, \ldots, M\) in Assumption A.6.1.7. We use the same Assumption A.6.1.7 for this case without repeating in the next chapters.

The optimality condition for (SepCOP) is expressed as:

\[
\begin{cases}
0 \in \partial \phi(x) + A^T y + N_X(x), \\
0 = Ax - b.
\end{cases} \tag{6.1.2}
\]

Here, \(\partial \phi(x)\) is the subdifferential of the convex function \(\phi\) at \(x\), \(N_X(x)\) is the normal cone of the convex set \(X\) at \(x\) and \(y\) is the Lagrange multiplier associated with the coupling constraint \(Ax - b = 0\). Note that the first line of (6.1.2) explicitly ensures the condition \(x \in X\). A point \((x, y) \in \mathbb{R}^n \times \mathbb{R}^m\) that satisfies (6.1.2) is called a Karush-Kuhn-Tucker (KKT) point of (SepCOP).
Alternatively, the optimality for the maximization problem \((\text{SepCOP}_{\text{max}})\) is expressed as:

\[
\begin{align*}
0 & \in \partial \phi(x) + A^T y - N_{X}(x), \\
0 & = Ax - b.
\end{align*}
\tag{6.1.3}
\]

Here, \(\partial \phi(x)\) denotes the superdifferential of the concave function \(\phi\) at \(x\). Under Assumption A.6.1.7, the optimality condition (6.1.2) (resp. (6.1.3)) is necessary and sufficient for the solution of \((\text{SepCOP})\) (resp. \((\text{SepCOP}_{\text{max}}))\).

**Separable nonconvex optimization**

In the nonconvex case, we are interested in the following formulation:

\[
\phi^* := \min_{x \in \mathbb{R}^n} \phi(x) := \sum_{i=1}^{M} [g_i(x_i) + h_i(F_i(x_i))]
\tag{SepNCOP}
\]

\[
\text{s.t. } \sum_{i=1}^{M} (A_i x_i - b_i) = 0, \quad x_i \in X_i, \; i = 1, \ldots, M,
\]

where \(x_i, A_i\) and \(b_i\) are defined as in \((\text{SepCOP})\) for \(i = 1, \ldots, M\). The function \(g_i : \mathbb{R}^{n_i} \rightarrow \mathbb{R}\) is assumed to be proper, lower semicontinuous and convex (and possibly smooth), while \(h_i : \mathbb{R}^{m_i} \rightarrow \mathbb{R}\) is proper, lower semicontinuous and convex but not necessarily smooth. The inner function \(F_i : \mathbb{R}^{n_i} \rightarrow \mathbb{R}^{m_i}\) is continuously differentiable on its domain for \(i = 1, \ldots, M\). If \(F_i\) is affine or \(h_i\) vanishes for \(i = 1, \ldots, M\) then problem \((\text{SepNCOP})\) coincides with the separable convex programming problem \((\text{SepCOP})\).

Note that if either nonconvex coupling constraints or local nonconvex constraints are present then one can use slack variables and penalty functions to transform the given problem into \((\text{SepNCOP})\). We do not discuss these transformations in detail in this section.

### 6.2 Related existing approaches

This section briefly reviews some related existing approaches for solving separable optimization problems both in the convex and nonconvex case.
Methods for separable convex optimization

Sparse large-scale convex optimization problems can be solved efficiently by centralized optimization methods such as interior point, SQP and gradient-type methods thanks to the development of the underlying computational sparse linear algebra routines. In this thesis, we are interested in convex programming problems which possess the separability and dynamical structure (in the sense of dynamic topology and distributed location of problem data and devices). The first property leads to the decomposability of the problem and the second one may cause some difficulty for centralized optimization solvers.

In the literature, several approaches have been proposed for solving problem (SepCOP). For example, (augmented) Lagrangian relaxation and subgradient-type methods of multipliers [17, 61, 88, 137, 165, 206], Fenchel’s dual decomposition [90], alternating direction methods (ADM) [30, 63, 78, 94, 95, 116], proximal point-type methods [16, 39, 201], splitting methods [64, 65], interior point methods [114, 132, 134, 172, 218], mean value cross decomposition [102], partial inverse method [177] and bundle methods [176] have been proposed among many others.

From the application side, problems of the form (SepCOP) cover very well resource allocation and network utility maximization problems [211], wireless and DSL spectrum management problems [108, 126, 127, 202, 203, 214], distributed model predictive control [37, 208], multistage stochastic optimization problems [23, 132, 218, 219] and machine learning [30, 175, 176] among many others. A good tutorial on decomposition methods for network utility maximization problems can be found in [155]. Particular approaches have also been proposed to those applications which aim at exploiting specific structure of the problems.

One of the classical approaches for solving (SepCOP) is Lagrangian dual decomposition [14, 17]. The main idea of this approach is to solve the dual problem by means of subgradient-type methods. It has been recognized in practice that these methods are usually slow and numerically sensitive to the choice of step sizes, see e.g. [143, 145]. In the special case of strongly convex primal problem, the dual function is differentiable. Consequently, classical gradient methods can be applied to solve the dual problem.

Recently, Nesterov [143] developed the smoothing techniques for solving nonsmooth convex optimization problems based on a fast gradient scheme which was introduced in his pioneering work [138]. The fast gradient schemes have been applied in numerous applications including image processing, compressed sensing, machine learning, networks and system identification, see, e.g. [3, 22, 78, 91, 92, 148, 212].
Exploiting Nesterov’s smoothing idea in [141], Necoara and Suykens [135] applied those smoothing techniques to the dual problem in the framework of Lagrangian dual decomposition and then used the fast gradient scheme to maximize the smoothed dual function. This resulted in a new variant of dual decomposition algorithms for solving separable convex optimization. The authors proved that the rate of convergence of their algorithm is $O \left( \frac{1}{k} \right)$ which is much better than $O \left( \frac{1}{\sqrt{k}} \right)$ in the subgradient-type methods of multipliers considered recently in [61, 110, 137], where $k$ is the iteration counter. A main disadvantage of this scheme is that the smoothness parameter needs to be given a priori. Moreover, this parameter crucially depends on a given desired accuracy. Since the Lipschitz constant of the gradient of the objective function in the smoothed dual problem is inversely proportional to the smoothness parameter, the algorithm usually generates short steps towards a solution of the dual problem although the rate of convergence is $O \left( \frac{1}{k} \right)$. In [106] the authors studied a distributed method for unconstrained optimizations where they proved that the rate of convergence of the method is $O \left( \frac{\log k}{k} \right)$.

**Methods for separable nonconvex optimization**

Unlike in convex optimization, strong duality is no longer preserved in the nonconvex case in general. Consequently, Lagrangian dual decomposition techniques are not directly applicable to nonconvex problems. Moreover, standard optimization techniques such as sequential quadratic programming require a globalization strategy such as line-search or trust-region procedures. These procedures are hard to implement in a parallel or distributed manner due to their global information requirement.

In order to avoid global information, penalty function or augmented Lagrangian methods can be applied. However, using penalty functions usually leads to nonsmoothness of the primal subproblems while the augmented Lagrangian functions encounter a crossproduct term which is not separable. Many attempts have been proposed to overcome the second difficulty. For instance, Bertsekas [15] proposed a convexification procedure by means of proximal point methods instead of augmented Lagrangian functions. Stephanopoulos and Westerberg in [179] approximated the crossproduct term by linear functions which led to a heuristic, complex and poorly performing method. Tanikawa and Mukai in [184] proposed a new approach based on the well-known Fletcher smooth augmented Lagrangian function. The authors used the trick that by introducing additional variables, the augmented Lagrangian function was decomposable. This method was further extended to the inequality constraint case by Tatjewski in [186]. However, only local convergence of the methods was considered in both
papers. Tatjewski in [185] proposed a three-level optimization method to solve (SepNCOP) by separating the quadratic term of the augmented Lagrangian function into $M$ components via additional slack variables. Recently, Hamdi [89] combined the augmented Lagrangian function, proximal point method and alternating direction method of multipliers to obtain a new method for solving (SepNCOP). Another approach which is based on sequential convex programming was proposed in [134] for solving distributed nonconvex optimal control problems. From practical side, a good review of alternating direction methods of multipliers for distributed convex and nonconvex optimization can be found in [30].

6.3 Lagrangian decomposition in separable convex programming

In this section, we briefly recall the Lagrangian dual decomposition in separable convex optimization. For more details, we refer the reader to [14, 17].

Let us define the Lagrange function of the problem (SepCOP) with respect to the coupling constraint $Ax - b = 0$ as:

\[
L(x, y) := \phi(x) + y^T(Ax - b) = \sum_{i=1}^{M} \left[ \phi_i(x_i) + y^T(A_i x_i - b_i) \right],
\]

where $y \in \mathbb{R}^m$ is the multiplier associated with the coupling constraint $Ax - b = 0$. A point $(x^*, y^*) \in X \times \mathbb{R}^m$ is called a saddle point of $L$ if:

\[
L(x^*, y) \leq L(x^*, y^*) \leq L(x, y^*), \quad \forall x \in X, \quad \forall y \in \mathbb{R}^m.
\]

Next, we define the Lagrange dual function $g$ of the problem (SepCOP) as:

\[
g(y) := \min_{x \in X} \left\{ L(x, y) := \phi(x) + y^T(Ax - b) \right\}.
\]

and then write down the dual problem of (SepCOP) as:

\[
g^* := \max_{y \in \mathbb{R}^m} g(y).
\]

By Assumption A.6.1.7 strong duality holds and we have:

\[
g^* = \max_{y \in \mathbb{R}^m} g(y) \overset{\text{strong duality}}{=} \min_{x \in X} \{ \phi(x) \mid Ax = b \} = \phi^*.
\]

Let us denote by $Y^*$ the solution set of the dual problem (6.3.2). It is well-known that $Y^*$ is bounded due to Assumption A.6.1.7.
It is important to note that the dual function $g(y)$ defined by (6.3.1) can be computed separately as:

$$g(y) = \sum_{i=1}^{M} g_i(y),$$

(6.3.3)

where

$$g_i(y) := \min_{x_i \in X_i} \left\{ \phi_i(x_i) + y^T(A_i x_i - b_i) \right\}, \ i = 1, \ldots, M.$$  

(6.3.4)

We call the minimization problems in (6.3.4) the **primal subproblems**. We denote by $x^*_i(y)$ a solution of the primal subproblem $i$ for $i = 1, \ldots, M$ and $x^*(y) := (x^*_1(y), \ldots, x^*_M(y))$. Note that if $x^*_i(y)$ is not unique for a given $y$ then $g_i$ is not differentiable at $y$ ($i = 1, \ldots, M$). Consequently, $g$ is not differentiable at $y$. Numerical solution methods for maximizing the function $g$ are a challenge. The representation (6.3.3)-(6.3.4) is usually called a **dual decomposition** of the dual function $g$.

### 6.4 Parallel algorithms vs distributed algorithms

In this section, we first briefly review some concepts in parallel and distributed mechanism including parallel and distributed computing systems and parallel and distributed optimization algorithms. Then we discuss some implementation issues of distributed optimization algorithms. For more details of these fields, we refer the reader to [6, 17, 18, 81, 169].

**Parallel and distributed computing systems.** Work on parallel and distributed computation spans several broad areas, such as the design of parallel machines, parallel programming languages, parallel algorithm development and analysis, and applications related issues [6, 17, 81, 169]. Roughly speaking, parallel computing systems consist of several processors or computing units that are located within a small distance of each other. Their main purpose is to divide a given computational task into smaller ones that can be carried out simultaneously in order to achieve a common goal. The communication between processors or computing units is reliable and predictable. Distributed computing systems are different in a number of ways. Processors or computing units may be far apart, interprocessor communication is more problematic, communication delays may be unpredictable and communication links themselves may be unreliable [18]. In one view, a distributed computing system consists of multiple autonomous computers or computing units that communicate through a network. These computers or computing units interact with each other to
achieve a common goal. There are several ingredients related to a parallel and distributed computing system such as global control mechanisms, synchronous and asynchronous operations and processor interconnections [17]. On top of a parallel and distributed computing system are computational algorithms. Generally, a parallel algorithm, as opposed to a traditional sequential/serial algorithm, is an algorithm which can specify and execute multiple operations at each step and put the results back together again at the end to get the correct result. Alternatively, a distributed algorithm is an algorithm designed to run on multiple processors or computing units, without tight centralized control. In principle, parallel and distributed algorithms usually depend on the architecture of computing systems. However, they still possess some common characterizations that can be studied independently without taking into account the architecture of computing systems [6, 17].

**Parallel and distributed optimization algorithms.** When we refer to the term *parallel or distributed optimization algorithm* we mean that this is an optimization algorithm that can be implemented in a parallel or distributed manner, respectively. In other words, it is a parallel or distributed algorithm for solving optimization problems. In general, these optimization algorithms are iterative methods. Their main step is to form a new iteration point by employing the oracle at the current iteration [143]. In parallel or distributed optimization methods, this step is usually divided in several tasks corresponding to solving the subproblems concurrently. It is quite often in parallel optimization algorithms that there are some tasks which require a global computation mechanism working on global data and global computations. For instance, to evaluate the objective function $f$ at a given point $x$ in an optimization algorithm we need to know such a point $x$ and then evaluate the objective value $f(x)$. In this case the point $x$ is in fact global data and the evaluation of $f(x)$ is a global computation. An obvious way to collect global data and carry out global computations is to offer a global control mechanism with a shared memory unit. However, in parallel computing systems, there are several way to form and store global data as well as to execute global computations [17]. In contrast to parallel algorithms where global data or global operations are required, the data and the operations in a distributed optimization algorithm are local. Each agent or node in a distributed computing system only communicates and exchanges data internally and possibly with its neighbours via communication links and data channels. The computations only take place internally in each agent. In the following chapters, we note that parallel and distributed optimization algorithms are designed based on exploiting the specific structure of optimization problems instead of exploiting the architecture of parallel and distributed computing systems. More precisely, we concentrate on exploiting separability structure of the problems by applying the dual decomposition framework. This approach
will be combined with other techniques in order to design different classes of parallel and distributed algorithms for solving separable convex and nonconvex optimization problems.

**Implementation issues in distributed optimization algorithms.** There are several aspects concerning the implementation of a distributed optimization algorithm. We end this section by presenting some points that we find more related to our algorithmic development and implementation. First, implementation of a globalization strategy such as line-search and filtering procedures is a difficult operation in any distributed algorithm. Indeed, in order to carry out such a globalization procedure, we need to evaluate the objective values at certain points. In this case, global data and global computations are required. Second, similarly to globalization strategies, checking stopping criterion via optimality conditions in a distributed implementation is also problematic due to global computation. Finally, synchronization and task location also needs to be taken into account. In our algorithms in the next chapters, each primal subproblems will be solved locally at each agent of a distributed computing system, the workload of solving each subproblem may be different. Therefore, it is important to allocate these workloads properly to trade-off the computational time between each agent and to synchronize the entire system.

### 6.5 Benchmarking optimization algorithms with performance profiles

In order to compare different optimization algorithms, we can use a concept call *performance profile* in [59]. We briefly present this concept here.

Recall that a performance profile is built based on a set $\mathcal{S}$ of $n_s$ algorithms (solvers) and a collection $\mathcal{P}$ of $n_p$ test problems. Suppose that we build a profile based on computational time. However, the concept presented here can be used for other measurements. Let us denote by

$$T_{p,s} := \text{computational time required to solve problem } p \text{ by solver } s.$$ 

We wish to compare the performance of algorithm $s$ on problem $p$ with the best performance of any algorithm on this problem. First, we compute the performance ratio:

$$r_{p,s} := \frac{T_{p,s}}{\min\{T_{p,s} \mid \hat{s} \in \mathcal{S}\}}.$$
We assume that $r_M$ is a given parameter such that $r_M \geq r_{p,s}$ for all $p$ and $s$, and $r_{p,s} = r_M$ if and only if solver $s$ does not solve problem $p$. It was shown in [59] that the choice of $r_M$ does not affect the performance evaluation. Then, we consider the function $\tilde{\rho}$ defined by:

$$\tilde{\rho}_{s}(\tilde{\tau}) := \frac{1}{n_p} \text{size} \{ p \in \mathcal{P} \mid r_{p,s} \leq \tilde{\tau} \}, \quad \tilde{\tau} \in \mathbb{R}^+.$$ 

The function $\tilde{\rho}_{s} : \mathbb{R} \rightarrow [0,1]$ is the probability for solver $s$ that a performance ratio is within a factor $\tilde{\tau}$ of the best possible ratio. We use the term “performance profile” for the distribution function $\tilde{\rho}_{s}$ of a performance metric. This function is nondecreasing, piecewise constant and continuous from the right at each breakpoint.

It was claimed in [59] that a plot of the performance profile reveals all of the major performance characteristics. In particular, if the set of problems $\mathcal{P}$ is sufficiently large and representative of problems that are likely to occur in applications, then solvers with large probability $\tilde{\rho}_{s}(\tilde{\tau})$ are to be preferred. We can also plot the performance profiles in log-scale, i.e.:

$$\rho_{s}(\tau) := \frac{1}{n_p} \text{size} \{ p \in \mathcal{P} \mid \log_2(r_{p,s}) \leq \tau := \log_2 \tilde{\tau} \}.$$ 

In this case, the number of wins is revealed via the value $\rho_{s}(0)$. We will use the function $\rho_{s}$ to benchmark our algorithms in the next chapters.
Chapter 7

Dual decomposition algorithms via the excessive gap technique

In this chapter, we propose two decomposition algorithms for solving separable convex optimization problems of the form (SepCOP). The basic idea is to combine three techniques, namely Lagrangian dual decomposition, excessive gap and primal-dual smoothing to build the algorithms. The main advantage of these algorithms is that they automatically and simultaneously update the algorithmic parameters and do not use any heuristic strategy to tune them. This significantly improves the performance of the algorithms in practice. The convergence of these algorithms is proved under weak conditions imposed on the original problem. The rate of convergence is $O\left(\frac{1}{k}\right)$, where $k$ is the iteration counter. All the algorithms developed in this chapter can be implemented in a parallel or distributed manner.

Contribution of Chapter 7. Let us state the contribution of this chapter more explicitly as follows:

a) By applying the smoothing technique via prox-functions to the primal problem and the excessive gap condition, we prove an estimate for the duality gap and the feasibility gap of the primal-dual problem. We also show some properties of the smoothed dual function which will be used to design the algorithms.
b) We propose two new decomposition algorithms for solving the separable convex programming problem (SepCOP) which we call the decomposition algorithm with two primal steps and the decomposition algorithm with two dual steps, respectively. These algorithms are then modified to obtain two different variants. Since all the algorithms are primal-dual, they allow us to obtain simultaneously the primal and dual solutions of the primal and dual problems.

c) The convergence of both algorithms and their variants is proved and the convergence rate is established. We show that the convergence rate of the algorithms is $O\left(\frac{1}{k}\right)$ which is much higher than $O\left(\frac{1}{\sqrt{k}}\right)$ in the subgradient methods studied recently in [14, 61, 137], where $k$ is the iteration counter.

d) As a special case, we specialize the second algorithm to the strongly convex case, where we obtain the convergence rate $O\left(\frac{1}{k^2}\right)$.

e) We also extend the proposed algorithms to the inexact case, where we allow one to solve the primal subproblem of each component inexacty, which is always the case in practice.

Outline of Chapter 7. The content of this chapter is organized as follows. In the next section, we present a smoothing technique via proximity-functions and show the relations between the original functions and the smoothed functions. In Section 7.2, we first discuss the solution of the primal subproblems. Then, we recall the excessive gap concept in [141] and extend it to an inexact case. Sections 7.3 and 7.4 present two new algorithms which we call the decomposition algorithm with two primal steps and the decomposition algorithm with two dual steps, respectively. The convergence of these algorithms is proved and the convergence rate is established. Two different variants of the proposed algorithms are investigated in Section 7.5. Section 7.6 shows an application of the algorithm in Section 7.4 to the strongly convex case and Section 7.7 is an extension to the inexact case. A theoretical comparison and implementation aspects are presented in Section 7.8. Section 7.9 is devoted to numerical tests. We end this chapter by some conclusion.

### 7.1 Smoothing via proximity functions

In this section, we present a smoothing technique by using proximity functions as proposed in [146]. This technique was further extended to Lagrangian dual decomposition in [135]. We prove some estimates between the smoothed dual functions and the original dual function $g$ of (SepCOP).
For convenience, we recall the separable convex optimization problem defined by (SepCOP) and its dual problem defined by (6.3.2) as follows:

\[
\phi^* := \begin{cases} 
\min_{x \in \mathbb{R}^n} & \phi(x) := \sum_{i=1}^M \phi_i(x_i) \\
\text{s.t.} & \sum_{i=1}^M (A_i x_i - b_i) = 0, \\
& x_i \in X_i, \ i = 1, \cdots, M, 
\end{cases} 
\tag{SepCOP}
\]

and

\[
g^* := \max_{y \in \mathbb{R}^m} g(y), 
\tag{7.1.1}
\]

where \( X_i, \phi_i, A_i \) and \( b \) are defined as before for \( i = 1, \cdots, M \) and the dual function \( g \) is defined by (6.3.1).

**Proximity functions and Bregman distance**

Let \( C \) be a given nonempty, closed and convex set in \( \mathbb{R}^n \). The proximity function of \( C \) is defined as follows \[140\].

**Definition 7.1.1.** A function \( p_C \) is called a proximity function (\( \sigma_C \)-prox-function) of a convex set \( C \) if \( p_C \) is continuous, strongly convex with a convexity parameter \( \sigma_C > 0 \) and \( C \subseteq \text{dom}(p_C) \).

Let us give some examples. The simplest prox-function of \( C \) is the quadratic form \( p_C(x) := \frac{1}{2} \| x - x^c \|_2^2 \), where \( x^c \in C \) is an arbitrary point. If \( C \) is the standard simplex of the form \( C := \{ x \in \mathbb{R}^n \mid x \geq 0, \sum_{i=1}^n x_i = 1 \} \) then \( p_C(x) := \sum_{i=1}^n x_i \ln(x_i) + \ln(n) \) is an 1-prox-function of \( C \), which is known as the entropy function \[146\].

Associated with the prox function \( p_C \), we can define its conjugate function with respect to \( C \) as:

\[
p_C^*(s) := \max_x \left\{ s^T x - p_C(x) \mid x \in C \right\}.
\]

Since \( p_C \) is strongly convex, \( p_C^* \) is well-defined and differentiable at any point \( s \in \mathbb{R}^n \). We denote by \( \tilde{C} := \{ x \mid x = \nabla p_C^*(s), \ s \in \mathbb{R}^n \} \). Clearly, the set \( \tilde{C} \) is convex and \( \tilde{C} \subseteq C \). Suppose that \( p_C \) is differentiable on \( C \). Then the following mapping:

\[
d_C(x, y) := p_C(y) - p_C(x) - \nabla p_C(x)^T(y - x), \ \forall x \in \tilde{C}, y \in C, 
\tag{7.1.2}
\]

is called the Bregman distance function. It is obvious that, for \( x \neq y \), \( d_C(x, y) > 0 \) and \( d_C(x, x) = 0 \). Moreover, for fixed \( x \in \tilde{C} \), \( d_C(x, \cdot) \) is strongly convex in \( y \) and thus \( d_C(x, y) \geq \frac{\sigma_C}{2} \| y - x \|_2^2 \).
By strong convexity of $p_C$, the point $x^c$ and the value $p^*_C$ defined as:

$$x^c := \arg\min_{x \in C} p_C(x) \quad \text{and} \quad p^*_C = p_C(x^c),$$  \hfill (7.1.3)

are well-defined. Without loss of generality, we can assume that $p^*_C \geq 0$. Otherwise, we shift $\tilde{p}_C(x) := p_C(x) + r_0$, where the constant $r_0$ is chosen such that $r_0 + p^*_C \geq 0$. As usual, we refer to $x^c$ as the prox-center point of $C$ w.r.t. $p_C$. Let:

$$D_C := \begin{cases} \sup_{x \in C} p_C(x) & \text{if } C \text{ is bounded,} \\ +\infty & \text{otherwise.} \end{cases}$$  \hfill (7.1.4)

It is clear that:

$$0 \leq p^*_C \leq p_C(x) \leq D_C \leq +\infty, \quad \forall x \in C.$$  

If $C$ is bounded then $D_C$ is finite and $D_C := \max_{x \in C} p_C(x)$.

**Smoothing via prox-functions**

Throughout this chapter, we assume that the following assumption is satisfied.

**Assumption A.7.1.8.** Each feasible set $X_i$ of problem (SepCOP) is endowed with a $\sigma_{X_i}$-prox-function $p_{X_i}$ such that $0 \leq p^*_i \leq D_{X_i} < +\infty$ ($i = 1, \cdots, M$).

Note that Assumption A.7.1.8 is not very restrictive. Particularly, if $X_i$ is bounded for $i = 1, \cdots, M$ then this assumption is satisfied. Let:

$$p_X(x) := \sum_{i=1}^{M} p_{X_i}(x_i), \quad p^*_X := \sum_{i=1}^{M} p^*_i \geq 0, \quad \text{and} \quad D_X := \sum_{i=1}^{M} D_{X_i} < +\infty. \hfill (7.1.5)$$

We consider the following function:

$$g(y; \beta_1) := \sum_{i=1}^{M} g_i(y; \beta_1), \hfill (7.1.6)$$

where

$$g_i(y; \beta_1) := \min_{x_i \in X_i} \left\{ \phi_i(x_i) + y^T (A_i x_i - b_i) + \beta_1 p_{X_i}(x_i) \right\}, \quad i = 1, \cdots, M. \hfill (7.1.7)$$

Here, $\beta_1 > 0$ is a given parameter called smoothness parameter. Note that the function $g(\cdot; \beta_1)$ is well-defined due to the strong convexity of $p_{X_i}$. For our
Convenient future reference, we also call the minimization problem in (7.1.7) as the **primal subproblem**. We denote by \( x^*_i(y; \beta_1) \) the solution of (7.1.7), i.e.:

\[
x^*_i(y; \beta_1) := \arg \min_{x_i \in X_i} \left\{ \phi_i(x_i) + y^T (A_i x_i - b_i) + \beta_1 p_{X_i}(x_i) \right\}.
\]  

(7.1.8)

In principle, we can use different parameters \( \beta_1^i \) for \( i = 1, \cdots, M \) in (7.1.7).

Let \( x^*_i \) be the prox-center of \( X_i \) and \( D_{X_i} \) be the quantity defined in (7.1.4) for \( i = 1, \cdots, M \). Under Assumption A.7.1.8, \( D_{X_i} \) is finite for \( i = 1, \cdots, M \). The following lemma shows the main properties of \( g(\cdot; \beta_1) \) whose proof can be found, e.g., in [135, 141].

**Lemma 7.1.1.** Suppose that Assumptions A.6.1.7 and A.7.1.8 are satisfied. Then, for any \( \beta_1 > 0 \), the function \( g_i(\cdot; \beta_1) \) defined by (7.1.7) is well-defined, concave and continuously differentiable on \( \mathbb{R}^m \). Moreover, its gradient w.r.t. \( y \) is given by:

\[
\nabla_y g_i(y; \beta_1) = A_i x^*_i(y; \beta_1) - b_i,
\]

and it is Lipschitz continuous with a Lipschitz constant \( L^i_1(\beta_1) := \frac{\|A_i\|^2}{\beta_1 \sigma_{X_i}}, \) \( i = 1, \cdots, M \). In addition, the following estimates hold:

\[
g_i(y; \beta_1) - \beta_1 D_{X_i} \leq g_i(y) \leq g_i(y; \beta_1), \quad i = 1, \cdots, M.
\]

Consequently, the function \( g(\cdot; \beta_1) \) defined by (7.1.6) is concave and continuously differentiable. Its gradient is given by \( \nabla_y g(y; \beta_1) := Ax^*(y; \beta_1) - b \) and is Lipschitz continuous with a Lipschitz constant \( L^g(\beta_1) := \frac{1}{\beta_1} \sum_{i=1}^{2} \|A_i\|^2 \sigma_{X_i} \). Moreover, it holds that:

\[
g(y; \beta_1) - \beta_1 D_X \leq g(y) \leq g(y; \beta_1),
\]  

(7.1.9)

and

\[
g(\tilde{y}; \beta_1) + \nabla_y g(\tilde{y}; \beta_1)^T (y - \tilde{y}) - \frac{L^g(\beta_1)}{2} \|y - \tilde{y}\|^2 \leq g(y; \beta_1),
\]  

(7.1.10)

for all \( y \) and \( \tilde{y} \) in \( \mathbb{R}^m \).

The inequalities (7.1.9) show that \( g(\cdot; \beta_1) \) is an approximation of \( g \). Moreover, \( g(y; \beta_1) \) converges to \( g(y) \) as \( \beta_1 \) tends to zero for a fixed \( y \in \mathbb{R}^m \).

**Remark 7.1.1.** Even without the boundedness of \( X \), if the solution set \( X^* \) of (SepCOP) is bounded then, in principle, we can bound the feasible set \( X \) by a large compact set which contains all the sampling points generated by the algorithms (see Section 7.3). However, in the first algorithm we do not use \( D_X \) in any computational step. It only appears in the theoretical complexity estimates.
Now, we show the variation of the function $g(y; \cdot)$ w.r.t. the parameter $\beta_1$ in the following lemma.

**Lemma 7.1.2.** Let $y \in \mathbb{R}^m$. The function $g(y; \cdot)$ defined by (7.1.6) is well-defined, nonincreasing, concave and differentiable in $\mathbb{R}_{++}$. Moreover, it satisfies the following inequality:

$$g(y; \beta_1) \leq g(y; \tilde{\beta}_1) + (\beta_1 - \tilde{\beta}_1) p_\mathcal{X}(x^*(y; \tilde{\beta}_1)), \quad \forall \beta_1, \tilde{\beta}_1 \in \mathbb{R}_{++}, \quad (7.1.11)$$

where $x^*(y; \tilde{\beta}_1)$ is defined by (7.1.8).

**Proof.** Since $g = \sum_{i=1}^{M} g_i$ and $p_\mathcal{X} = \sum_{i=1}^{M} p_{\mathcal{X}_i}$, it is sufficient to prove the inequality (7.1.11) for $g_i(y; \cdot), i = 1, \ldots, M$. Let us fix $y \in \mathbb{R}^m$ and define $\phi_i(x_i; \beta_1) := \phi_i(x_i) + y^T (A_i x_i - b_i) + \beta_1 p_{\mathcal{X}_i}(x_i)$, a function of two joint variables $x_i$ and $\beta_1$. Since $\phi_i(\cdot; \cdot)$ is strongly convex w.r.t. $x_i$ and linear w.r.t. $\beta_1$, $g_i(y; \beta_1) := \min_{x_i \in \mathcal{X}_i} \phi_i(x_i; \beta_1)$ is well-defined and concave w.r.t. $\beta_1$. Moreover, it is differentiable w.r.t. $\beta_1$ and $\nabla_{\beta_1} g_i(y; \beta_1) = p_i(x_i^*(y; \beta_1)) \geq 0$, where $x_i^*(y; \beta_1)$ is defined by (7.1.8). Thus $g_i(y; \cdot)$ is nonincreasing. By using the concavity of $g_i(y; \cdot)$ we have:

$$g_i(y; \beta_1) \leq g_i(y; \tilde{\beta}_1) + (\beta_1 - \tilde{\beta}_1) \nabla_{\beta_1} g_i(y; \tilde{\beta}_1) = g_i(y; \tilde{\beta}_1) + (\beta_1 - \tilde{\beta}_1) p_i(x_i^*(y; \tilde{\beta}_1)).$$

By summing up these inequalities from $i = 1$ to $M$ and using (7.1.5) we obtain (7.1.11). □

**Approximation of the primal objective function**

For a given $\beta_2 > 0$, we define a mapping $\psi(\cdot; \beta_2)$ from $\mathcal{X}$ to $\mathbb{R}$ by:

$$\psi(x; \beta_2) := \max_{y \in \mathbb{R}^m} \left\{ (Ax - b)^T y - \frac{\beta_2}{2} \|y\|_2^2 \right\}. \quad (7.1.12)$$

This function can be considered as a smoothed version of $\psi(x) := \max_{y \in \mathbb{R}^m} \{ (Ax - b)^T y \}$ via the 1-prox-function $p(y) := \frac{1}{2} \|y\|_2^2$. It is easy to show that the unique solution of the maximization problem (7.1.12) is given explicitly as $y^*(x; \beta_2) = \frac{1}{\beta_2} (Ax - b)$ and $\psi(x; \beta_2) = \frac{1}{2 \beta_2} \|Ax - b\|^2$. Therefore, $\psi(\cdot; \beta_2)$ is well-defined and differentiable on $\mathcal{X}$. Let

$$f(x; \beta_2) := \phi(x) + \psi(x; \beta_2) = \phi(x) + \frac{1}{2 \beta_2} \|Ax - b\|^2. \quad (7.1.13)$$

Then $f$ can be viewed as an approximation of the primal objective function $\phi$ of problem (SepCOP). The next lemma summarizes the properties of $\psi(\cdot; \beta_2)$. 

Lemma 7.1.3. For any $\beta_2 > 0$, the function $\psi(\cdot; \beta_2)$ defined by (7.1.12) is a quadratic function of the form $\psi(x; \beta_2) = \frac{1}{2\beta_2} \|Ax - b\|^2$ on $X$. Its gradient vector is given by:

$$\nabla_x \psi(x; \beta_2) = \frac{1}{\beta_2} A^T (Ax - b),$$

(7.1.14)

which is Lipschitz continuous with a Lipschitz constant $L \psi(\beta_2) := \frac{1}{\beta_2} \|A\|^2_2$. Moreover, the following estimate holds for all $x, \hat{x} \in X$:

$$\psi(x; \beta_2) \leq \psi(\hat{x}; \beta_2) + \sum_{i=1}^{M} \left[ \nabla_{x_i} \psi(\hat{x}; \beta_2)^T (x_i - \hat{x}_i) + \frac{L^\psi_i(\beta_2)}{2} \|x_i - \hat{x}_i\|^2_2 \right],$$

(7.1.15)

where $L^\psi_i(\beta_2) := M \beta_2 \|A_i\|^2_2$ for $i = 1, \ldots, M$.

In addition, the following estimates hold:

$$f(x; \beta_2) - \frac{1}{2\beta_2} \|Ax - b\|^2_2 = \phi(x) \leq f(x; \beta_2).$$

(7.1.16)

Proof. Since $\psi(x; \beta_2) = \frac{1}{2\beta_2} \|Ax - b\|^2$, it is sufficient to only prove (7.1.15). Indeed, we have:

$$\psi(x; \beta_2) - \psi(\hat{x}; \beta_2) - \nabla \psi(\hat{x}; \beta_2)^T (x - \hat{x}) = \frac{1}{2\beta_2} \|A(x - \hat{x})\|^2_2.$$

(7.1.17)

Then the inequality (7.1.15) follows from (7.1.17) by applying an elementary inequality.

It is clear from (7.1.16) that $f(\cdot; \beta_2)$ is an approximation of the objective function $\phi$ of (SepCOP).

Remark 7.1.2. As we will see later in the algorithms in the next sections, the separability of the term $[\cdot]_1[1]$ on the right-hand side of (7.1.15) will be used to generate and to solve the second primal subproblems in the algorithms in parallel. Moreover, the Lipschitz constant $L^\psi_i(\beta_2) := M \beta_2 \|A_i\|^2_2$ can be computed distributively.

To conclude this section, let us define the smoothed dual problem of (6.3.2) for further reference:

$$g^*(\beta_1) := \max_{y \in \mathbb{R}^m} g(y; \beta_1).$$

(7.1.18)

Problem (7.1.18) is convex. Moreover, since the function $g(\cdot; \beta_1)$ is continuously differentiable and its gradient is Lipschitz continuous for any $\beta_1 > 0$, one can apply the fast gradient method in [143] to solve this problem, see, e.g. [135].
7.2 Solution of primal subproblems and excessive gap condition

In this section, we first show how we can solve the primal subproblems inexactly and then we recall the excessive gap condition introduced by Nesterov in [141] in the framework of decomposition.

Inexact solution of primal subproblems

In practice, solving the primal subproblem (7.1.7) exactly is only conceptual. In this section, we assume that we only solve this problem up to a given accuracy. In other words, the solution $x^*(y; \beta_1)$ of (7.1.7) is approximated by:

$$\tilde{x}^*_i(y; \beta_1) \approx \arg \min_{x_i \in X_i} \{ \phi_i(x_i) + y^T(A_i x_i - b_i) + \beta_1 p_{X_i}(x_i) \}, \quad (7.2.1)$$

for $i = 1, \cdots, M$, in the sense of the following definition.

**Definition 7.2.1.** We say that the point $\tilde{x}^*_i(y; \beta_1)$ approximates $x^*_i(y; \beta_1)$ defined by (7.1.8) up to a given accuracy $\varepsilon_i \geq 0$ if:

a) it is feasible to $X_i$, i.e. $\tilde{x}^*_i(y; \beta_1) \in X_i$;

b) and the following condition is satisfied:

$$0 \leq h_i(\tilde{x}^*_i(y; \beta_1); y, \beta_1) - h_i(x^*_i(y; \beta_1); y, \beta_1) \leq \frac{\beta_1 \sigma_{X_i}^2}{2} \varepsilon_i, \quad (7.2.2)$$

where $h_i(x_i; y, \beta_1) := \phi_i(x_i) + y^T(A_i x_i - b_i) + \beta_1 p_{X_i}(x_i)$ for $i = 1, \cdots, M$.

Note that the condition (7.2.2) is computable. In practice, we often meet the case where $X_i$ is simple such that the projection on $X_i$ can be computed efficiently. Hence, one can apply classical convex optimization algorithms to solve (7.2.1) up to a given accuracy such that a) and b) are satisfied.

Since $h_i(\cdot; y, \beta_1)$ is strongly convex with a convexity parameter $\beta_1 \sigma_{X_i} > 0$, one can estimate:

$$\frac{\beta_1 \sigma_{X_i}^2}{2} \| \tilde{x}^*_i(y; \beta_1) - x^*_i(y; \beta_1) \|^2 \leq h_i(\tilde{x}^*_i(y; \beta_1); y, \beta_1) - h_i(x^*_i(y; \beta_1); y, \beta_1), \quad (7.2.3)$$

where $h_i(\cdot; y, \beta_1)$ is defined as in Definition 7.2.1. Consequently, we have:

$$\| \tilde{x}^*_i(y; \beta_1) - x^*_i(y; \beta_1) \| \leq \varepsilon_i, \quad i = 1, \cdots, M.$$

Let \( \tilde{x}^*(y; \beta_1) := (\tilde{x}_1^*(y; \beta_1), \ldots, \tilde{x}_M^*(y; \beta_1)) \) and
\[
\nabla_y g(y; \beta_1) := A \tilde{x}^*(y; \beta_1) - b. \tag{7.2.4}
\]

The quantity \( \nabla_y g(\cdot; \beta_1) \) can be referred to as an approximation of the gradient \( \nabla_y g(\cdot; \beta_1) \) defined in Lemma 7.1.1. If we denote by \( \varepsilon := (\varepsilon_1, \ldots, \varepsilon_M)^T \) the vector of accuracies then we can easily estimate:
\[
\| \nabla_y g(y; \beta_1) - \nabla_y g(y; \beta_1) \| = \| A(\tilde{x}^*(y; \beta_1) - x^*(y; \beta_1)) \| \leq \| A \| \| \varepsilon \|. \tag{7.2.5}
\]

### Excessive gap condition

Since the primal-dual gap of the primal and dual problems (SepCOP)-(7.1.1) is measured by
\[
e(x, y) := \phi(x) - g(y),
\]
if the gap \( e \) is equal to zero for a given feasible point \((x, y)\) then this point is an optimal solution of (SepCOP)-(7.1.1).

In this section, we apply the technique called excessive gap introduced by Nesterov in [141] to the Lagrangian dual decomposition framework. We also define an inexact excessive gap condition by modifying the exact one. More precisely, we give the following definition.

**Definition 7.2.2.** We say that a point \((\bar{x}, \bar{y}) \in X \times \mathbb{R}^m\) satisfies the excessive gap condition w.r.t. two smoothness parameters \( \beta_1 > 0 \) and \( \beta_2 > 0 \) if:
\[
f(\bar{x}; \beta_2) \leq g(\bar{y}; \beta_1), \tag{7.2.6}
\]

where \( f(\cdot; \beta_2) \) and \( g(\cdot; \beta_1) \) are defined by (7.1.13) and (7.1.6), respectively. For a given tolerance \( \delta \geq 0 \), we say that \((\bar{x}, \bar{y})\) satisfies an inexact excessive gap condition \( (\delta\text{-excessive gap condition}) \) w.r.t. two smoothness parameters \( \beta_1 \) and \( \beta_2 \) if:
\[
f(\bar{x}; \beta_2) \leq g(\bar{y}; \beta_1) + \delta, \tag{7.2.7}
\]

The following lemma provides an upper bound estimate for the duality gap and the feasibility gap of the problems (SepCOP)-(7.1.1).

**Lemma 7.2.1.** Suppose that \((\bar{x}, \bar{y}) \in X \times \mathbb{R}^m\) and satisfies the \( \delta\text{-excessive gap condition} \) (7.2.7) w.r.t. two positive smoothness parameters \( \beta_1 \) and \( \beta_2 \) for \( \delta \geq 0 \). Then for any \( y^* \in Y^* \), we have:
\[
-\| y^* \| \| A \bar{x} - b \| \leq \phi(\bar{x}) - g(\bar{y}) \leq \beta_1 D_X + \delta - \frac{1}{2\beta_2} \| A \bar{x} - b \|^2 \leq \beta_1 D_X + \delta, \tag{7.2.8}
\]
and
\[
\| A \bar{x} - b \| \leq \beta_2 \left( \| y^* \| + \left[ \| y^* \|^2 + 2\beta_1 \beta_2^{-1} D_X + 2\delta \beta_2^{-1} \right]^{1/2} \right). \tag{7.2.9}
\]
Proof. Suppose that $\bar{x}$ and $\bar{y}$ satisfy the condition (7.2.7). For a given $y^* \in Y^*$, one has:

$$g(\bar{y}) \leq g(y^*) = \min_{x \in X} \{ \phi(x) + (Ax - b)^T y^* \} \leq \phi(\bar{x}) + (A\bar{x} - b)^T y^*$$

$$\leq \phi(\bar{x}) + \| A\bar{x} - b \| \| y^* \| ,$$

which implies the first inequality of (7.2.8). By using Lemmas 7.1.1 and 7.1.3 we have:

$$\phi(\bar{x}) - g(\bar{y}) \leq f(\bar{x}; \beta_2) - g(\bar{y}; \beta_1) + \beta_1 D_X - \frac{1}{2\beta_2} \| A\bar{x} - b \|^2 .$$

Now, by substituting the condition (7.2.7) into this inequality, we obtain the second inequality of (7.2.8). Let $\xi := \| Ax - b \|$. It follows from (7.2.8) that $\xi^2 - 2\beta_2 \| y^* \| \xi - 2\beta_1 \beta_2 D_X - 2\beta_2 \delta \leq 0$. The estimate (7.2.9) follows from this inequality after a few simple calculations.

We note that the conclusion of Lemma 7.2.1 hold for any $y \in Y^*$. Under Assumption A.6.1.7, the dual solution set $Y^*$ is bounded. One can define the feasibility gap $F(x) := \| Ax - b \|$ and:

$$R_{Y^*} := \min_{y^* \in Y^*} \| y^* \| , \quad D_{Y^*} := \min_{y^* \in Y^*} \left[ \| y^* \| + \left( \| y^* \|^2 + 2D_X \right)^{1/2} \right] .$$

Then $R_{Y^*}$ and $D_{Y^*}$ are finite. The estimates (7.2.8) and (7.2.9) can be simplified as follows:

$$-R_{Y^*} F(\bar{x}) \leq \phi(\bar{x}) - g(\bar{y}) \leq \beta_1 D_X + \delta ,$$

$$F(\bar{x}) = \| Ax - b \| \leq 2\beta_2 R_{Y^*} + \sqrt{2\beta_1 \beta_2 D_X + 2\beta_2 \delta} .$$

If $\delta = 0$ and $\beta_1 = \beta_2$ then the feasibility gap is estimated by $F(\bar{x}) \leq \beta_2 D_{Y^*}$.

**Approximate proximal-gradient mapping**

Let us consider the approximate function $f(\cdot; \beta_2) := \phi(\cdot) + \psi(\cdot; \beta_2)$ of $\phi$ defined by (7.1.13). For $i = 1, \cdots, M$, since $\phi_i$ is only assumed to be convex and not necessarily smooth, while $\psi(\cdot; \beta_2)$ is quadratic, if we define:

$$q_i^\psi(x_i; \hat{x}, \beta_2) := M^{-1} \psi(\hat{x}; \beta_2) + \nabla_{x_i} \psi(\hat{x}; \beta_2)^T (x_i - \hat{x}_i) + \frac{L_i^\psi(\beta_2)}{2} \| x_i - \hat{x}_i \|^2 ,$$

$$\varphi_i(x; \hat{x}, \beta_2) := \phi_i(x_i) + q_i^\psi(x_i; \hat{x}, \beta_2) ,$$

$$f(\cdot; \beta_2) := \min_{x \in \mathcal{X}} \{ \phi(x) + \psi(x; \beta_2) \} ,$$

$$\rho(x; \hat{x}, \beta_2) := \phi(x) + q^\psi(x; \hat{x}, \beta_2) ,$$

where $\mathcal{X}$ is a closed convex set and $\phi(x)$ is a proper convex function.

**Approximate proximal-gradient mapping**

Let us consider the approximate function $f(\cdot; \beta_2) := \phi(\cdot) + \psi(\cdot; \beta_2)$ of $\phi$ defined by (7.1.13). For $i = 1, \cdots, M$, since $\phi_i$ is only assumed to be convex and not necessarily smooth, while $\psi(\cdot; \beta_2)$ is quadratic, if we define:

$$q_i^\psi(x_i; \hat{x}, \beta_2) := M^{-1} \psi(\hat{x}; \beta_2) + \nabla_{x_i} \psi(\hat{x}; \beta_2)^T (x_i - \hat{x}_i) + \frac{L_i^\psi(\beta_2)}{2} \| x_i - \hat{x}_i \|^2 ,$$

$$\varphi_i(x; \hat{x}, \beta_2) := \phi_i(x_i) + q_i^\psi(x_i; \hat{x}, \beta_2) ,$$

$$f(\cdot; \beta_2) := \min_{x \in \mathcal{X}} \{ \phi(x) + \psi(x; \beta_2) \} ,$$

$$\rho(x; \hat{x}, \beta_2) := \phi(x) + q^\psi(x; \hat{x}, \beta_2) ,$$

where $\mathcal{X}$ is a closed convex set and $\phi(x)$ is a proper convex function.
then the mapping:
\[ P_i(\hat{x}, \beta_2) := \arg \min_{x_i \in X_i} \varphi_i(x_i; \hat{x}, \beta_2) = \arg \min_{x_i \in X_i} \left\{ \phi_i(x_i) + q_i^\psi(x_i; \hat{x}, \beta_2) \right\}, \quad (7.2.13) \]
is well-defined due to the strong convexity of \( q_i^\psi(\cdot; \hat{x}, \beta_2) \), where \( L_i^\psi(\beta_2) := \frac{M\|A_i\|^2}{\beta_2} \) is the Lipschitz constant of \( \nabla_{x_i} \psi(\cdot; \beta_2) \) defined in Lemma 7.1.3.

We also assume that, for given \( y \) and \( \beta_2 \), we can only solve the minimization problem (7.2.13) up to a given accuracy \( \varepsilon_i \geq 0 \) to obtain an approximate solution \( \tilde{P}_i(\cdot; \beta_2) \) in the sense of Definition 7.2.1, i.e. \( \tilde{P}_i(\hat{x}, \beta_2) \in X_i \) and:
\[ \varphi_i(\tilde{P}_i(\hat{x}, \beta_2); \hat{x}, \beta_2) - \varphi_i(P_i(\hat{x}, \beta_2); \hat{x}, \beta_2) \leq \frac{L_i^\psi(\beta_2)}{2} \varepsilon_i^2, \quad i = 1, \ldots, M. \quad (7.2.14) \]

We denote by \( \mathcal{P} := (\mathcal{P}_1, \ldots, \mathcal{P}_M) \) and \( \tilde{\mathcal{P}} := (\tilde{\mathcal{P}}_1, \ldots, \tilde{\mathcal{P}}_M) \) the proximal-gradient and approximate proximal-gradient mappings of the function \( \varphi := (\varphi_1, \ldots, \varphi_M) \).

**Remark 7.2.1.** In particular, if \( \phi_i \) is differentiable and its gradient is Lipschitz continuous with a Lipschitz constant \( L_i^{\phi_i} > 0 \) then one can replace the proximal-gradient mapping \( P_i \) by the following one:
\[ G_i(\hat{x}, \beta_2) := \arg \min_{x_i \in X_i} \left\{ \nabla_{x_i} (\phi_i(\hat{x}_i) + \psi(\hat{x}; \beta_2))^T(x_i - \hat{x}_i) + \frac{\tilde{L}_i(\beta_2)}{2} \|x_i - \hat{x}_i\|_2^2 \right\}, \]
where \( \tilde{L}_i(\beta_2) := L_i^{\phi_i} + L_i^\psi(\beta_2) \). Note that the minimization problem defined \( G_i \) is a quadratic program with convex constraints. If \( X_i \) is polytopic then this problem becomes a convex quadratic programming problem.

Similar to \( \tilde{P}_i \), we can define an approximate operator \( \tilde{G}_i \) of \( G_i \) when the minimization problem (7.2.1) is solved approximately in the sense of Definition 7.2.1.

In contrast to \( f(\cdot; \beta_2) \), the smoothed dual function \( g(\cdot; \beta_1) \) is differentiable and its gradient is Lipschitz continuous on \( \mathbb{R}^m \) with a Lipschitz constant \( L^g(\beta_1) \) as stated in Lemma 7.1.1, we can define the following mapping:
\[ \mathcal{G}^*(\hat{y}; \beta_1) := \arg \max_{y \in \mathbb{R}^m} \left\{ \nabla_y g(\hat{y}; \beta_1)^T(y - \hat{y}) - \frac{L^g(\beta_1)}{2} \|y - \hat{y}\|_2^2 \right\}, \quad (7.2.15) \]
where \( \nabla_y g(\hat{y}; \beta_1) = Ax^*(\hat{y}; \beta_1) - b \). However, since \( x^*(\hat{y}; \beta_1) \) can not be computed exactly, we use its approximation \( \hat{x}^*(\hat{y}; \beta_1) \) to form the problem:
\[ \tilde{\mathcal{G}}^*(\hat{y}; \beta_1) := \arg \max_{y \in \mathbb{R}^m} \left\{ \tilde{\nabla}_y g(\hat{y}; \beta_1)^T(y - \hat{y}) - \frac{L^g(\beta_1)}{2} \|y - \hat{y}\|_2^2 \right\}. \quad (7.2.16) \]
This problem can explicitly be solved to get the unique solution:
\[
\tilde{G}^*(\hat{y}; \beta_1) = \hat{y} + L^g(\beta_1)^{-1}(A\hat{x}^*(\hat{y}; \beta_1) - b). \tag{7.2.17}
\]

The mapping \(G^*(\cdot; \beta_1)\) is called gradient mapping of the function \(g(\cdot; \beta_1)\) (see [143]). We also refer to \(\tilde{G}^*(\cdot; \beta_1)\) as an approximate gradient mapping of \(g(\cdot; \beta_1)\).

**Remark 7.2.2.** We notice that, similar to [141], we can define the gradient mappings defined above by using the Bregman distance (7.1.2) and adapt the algorithms developed in the next sections by using these new mappings.

### 7.3 Decomposition algorithm with two primal steps

In this section, we derive an iterative decomposition algorithm for solving (SepCOP) based on the excessive gap technique. We call this method the decomposition algorithm with two primal steps. The aim is to generate a point \((\bar{x}^k, \bar{y}^k) \in X \times \mathbb{R}^m\) at each iteration \(k\) such that this point maintains the excessive gap condition (7.2.6) while driving the parameters \(\beta_1^k\) and \(\beta_2^k\) to zero.

#### Finding a starting point

First, we state that the excessive gap condition (7.2.6) is well-defined by showing that there exists a point \((\bar{x}, \bar{y})\) that satisfies (7.2.6). We assume that the Lipschitz constant \(L_i^\psi(\beta_2)\) defined in Lemma 7.1.3 is chosen by \(L_i^\psi(\beta_2) = \frac{M}{\beta_2^2} \|A_i\|_2^2\) for all \(i = 1, \ldots, M\). Let
\[
\bar{L} := \left[ M \max_{1 \leq i \leq M} \frac{\|A_i\|_2^2}{\sigma_{x_i}} \right]^{1/2}. \tag{7.3.1}
\]

We have the following lemma whose proof is postponed to Appendix A.1.

**Lemma 7.3.1.** Suppose that \(x^e \in X\) is the prox-center of the convex set \(X\) and the constant \(\bar{L}\) is defined by (7.3.1). For a given \(\beta_2 > 0\), let us define:
\[
\tilde{y} := \beta_2^{-1}(Ax^e - b) \quad \text{and} \quad \tilde{x} := P(x^e; \beta_2). \tag{7.3.2}
\]

If the parameter \(\beta_1\) is chosen such that \(\beta_1\beta_2 \geq \bar{L}^2\) then \((\bar{x}, \tilde{y})\) satisfies the excessive gap condition (7.2.6).

Alternatively, for a given \(\beta_1 > 0\), we define:
\[
\bar{x} := x^*(0^m; \beta_1) \quad \text{and} \quad \bar{y} := L^g(\beta_1)^{-1}(A\bar{x} - b). \tag{7.3.3}
\]

If the parameter \(\beta_2\) is chosen such that \(\beta_1\beta_2 \geq \bar{L}^2\) then \((\bar{x}, \bar{y})\) satisfies the excessive gap condition (7.2.6).
Main iteration scheme

Suppose that \((\bar{x}, \bar{y}) \in X \times \mathbb{R}^m\) and satisfies the excessive gap condition (7.2.6). We generate a new point \((\bar{x}^+, \bar{y}^+) \in X \times \mathbb{R}^m\) by applying the following scheme:

\[
(\bar{x}^+, \bar{y}^+) := S_{2ps}(\bar{x}, \bar{y}; \beta_1, \beta_2^+, \tau) \Leftrightarrow \begin{cases} \hat{x} := (1 - \tau)x + \tau x^*(\bar{y}; \beta_1), \\ \bar{y}^+ := (1 - \tau)\bar{y} + \tau y^*(\hat{x}; \beta_2^+), \\ \bar{x}^+ := P(\hat{x}; \beta_2^+), \end{cases}
\] (7.3.4)

and

\[
\beta^+_1 := (1 - \tau)\beta_1 \text{ and } \beta^+_2 := (1 - \tau)\beta_2,
\] (7.3.5)

where \(P(\cdot; \beta^+_2)\) is defined in (7.2.13) and \(\tau \in (0, 1)\) will be chosen appropriately.

**Remark 7.3.1.** In the scheme (7.3.4), the points \(x^*(\bar{y}; \beta_1), \hat{x} \) and \(\bar{x}^+\) can be computed in parallel. To compute these points we need to perform two primal steps corresponding to solving \(M\) convex programming subproblems (7.1.8) and \(M\) convex primal subproblems (7.2.14) as indicated by the name of the algorithm.

The following theorem shows that the scheme (7.3.4)-(7.3.5) maintains the excessive gap condition (7.2.6). The proof of this theorem is postponed to Appendix A.1.

**Theorem 7.3.2.** Suppose that \((\bar{x}, \bar{y}) \in X \times \mathbb{R}^m\) satisfies (7.2.6) w.r.t. two values \(\beta_1 > 0\) and \(\beta_2 > 0\). Then if the parameter \(\tau\) is chosen such that \(\tau \in (0, 1)\) and:

\[
\beta_1 \beta_2 \geq \frac{\tau^2}{(1 - \tau)^2} \bar{L}^2.
\] (7.3.6)

then the new point \((\bar{x}^+, \bar{y}^+)\) generated by scheme (7.3.4)-(7.3.5) is in \(X \times \mathbb{R}^m\) and maintains the excessive gap condition (7.2.6) w.r.t. two new values \(\beta_1^+ < \beta_1\) and \(\beta_2^+ < \beta_2\).

If \(\phi_i\) is convex and differentiable such that its gradient is Lipschitz continuous with a Lipschitz constant \(L_{\phi_i} \geq 0\) for some \(i = 1, \cdots, M\), then instead of using the proximal-gradient mapping \(P_i(\cdot; \beta_2)\) in (7.3.4) we can use the mapping \(G\) defined in Remark 7.2.1 as stated in the following corollary. The proof of the corollary is moved to Appendix A.1.

**Corollary 7.3.1.** If the function \(\phi_i\) is differentiable and its gradient is Lipschitz continuous with a Lipschitz constant \(L_{\phi_i}\) for some \(i \in I_G \subseteq \{1, \cdots, M\}\). Then if the parameter is chosen such that \(\tau \in (0, 1)\) and:

\[
\begin{cases} (1 - \tau) \beta_1 \sigma X_i \geq L_{\phi_i} + \frac{M \|A_i\|^2}{(1 - \tau) \beta_2} \text{ if } i \in I_G, \\ \beta_1 \beta_2 \geq \frac{\tau^2}{(1 - \tau)^2} \bar{L}^2 \text{ otherwise}, \end{cases}
\] (7.3.7)
then the point $\hat{x}^+:=(\hat{x}^+_1,\ldots,\hat{x}^+_M)$ computed by:
\[
\hat{x}^+_i := \begin{cases} 
G_i(\hat{x};\beta^+_2) & \text{if } i \in I_G, \\
P_i(\hat{x};\beta^+_2) & \text{otherwise},
\end{cases}
\] (7.3.8)
for $i = 1, \cdots, M$, instead of $\bar{x}^+$ in the scheme $S_{2ps}$, still maintains the excessive gap condition (7.2.6).

Note that if the feasible set $X_i (i \in I_G)$ is simple, e.g. polytopic, then computing $\hat{x}^+_i$ by (7.3.8) requires a lower computational cost than computing $\bar{x}^+_i$.

**Step size update**

In the next step we show how to update the parameter $\tau$ such that the condition (7.3.6) holds. From the update rule (7.3.5) we have $\beta^+_1 \beta^+_2 = (1-\tau)^2 \beta_1 \beta_2$. Suppose that $\beta_1$ and $\beta_2$ satisfy the condition (7.3.6), i.e. $\beta_1 \beta_2 \geq \frac{\tau^2}{(1-\tau)^2} L^2$.

The condition $\beta^+_1 \beta^+_2 \geq \frac{\tau^2}{(1-\tau)^2} L^2$ is satisfied if $\frac{\tau^2}{(1-\tau)^2} \geq \frac{\tau^2}{(1-\tau)^2(1-\tau^+_k)^2}$. This condition leads to $\tau \geq \frac{\tau}{1-\tau^+_k}$. Hence, (7.3.4)-(7.3.5) are well-defined. At the first iteration $k = 0$, both condition (7.3.6) and $\beta_1 \beta_2 \geq \bar{L}^2$ in Lemma 7.3.1 need to be satisfied. This leads to $0 < \tau_0 \leq 0.5$.

Now, we define a rule to update the step size parameter $\tau$.

**Lemma 7.3.2.** Suppose that $\tau_0$ is arbitrarily chosen in $(0, \frac{1}{2}]$. Then the sequence $\{\tau_k\}_{k \geq 0}$ generated by:
\[
\tau_{k+1} := \frac{\tau_k}{\tau_k + 1} \tag{7.3.9}
\]
satisfies the following formula:
\[
\tau_k = \frac{\tau_0}{1 + \tau_0 k}, \quad \forall k \geq 0. \tag{7.3.10}
\]
Moreover, the sequence $\{\beta_k\}_{k \geq 0}$ generated by $\beta_{k+1} = (1-\tau_k)\beta_k$ for a fixed $\beta_0 > 0$ satisfies:
\[
\beta_k = \frac{\beta_0}{\tau_0 k + 1}, \quad \forall k \geq 0. \tag{7.3.11}
\]

**Proof.** Since $\tau_{k+1} = \tau_k + 1$ for $k \geq 0$ by (7.3.9), the update formula (7.3.10) holds. Moreover, since $\beta_{k+1} = \beta_0 \prod_{i=0}^{k} (1-\tau_i)$, by substituting (7.3.10) into the last expression, after some simple calculations we obtain (7.3.11). \qed
Remark 7.3.3. Since \( \tau_0 \in (0, \frac{1}{2}] \), we see from Lemma 7.3.2 that with \( \tau_0 := 0.5 \) the right-hand side of (7.3.11) is minimized. In this case, the update rule of \( \tau_k \) is simplified to \( \tau_k := \frac{1}{k+2} \) for \( k \geq 0 \).

The algorithm and its worst-case complexity

Now, we combine the results of Lemma 7.3.1, Theorem 7.3.2 and Lemma 7.3.2 in order to build the following algorithm.

Algorithm 7.3.1. (Decomposition algorithm with two primal steps).

Initialization: Perform the following steps:

1. Set \( \tau_0 := 0.5 \). Choose \( \beta_1^0 > 0 \) and \( \beta_2^0 > 0 \) such that \( \beta_1^0 = \beta_2^0 := \bar{L} \).
2. Compute \( \bar{x}^0 \) and \( \bar{y}^0 \) from (7.3.2) or (7.3.3).

Iteration: For \( k = 0, 1, \ldots \), perform the following steps:

1. If a given stopping criterion is satisfied then terminate.
2. Update the smoothness parameter \( \beta_2^{k+1} := (1 - \tau_k)\beta_2^k \).
3. Compute \( \bar{x}^{k+1} \) in parallel and \( \bar{y}^{k+1} \) by using scheme (7.3.4):
   \[
   (\bar{x}^{k+1}, \bar{y}^{k+1}) := S_{2ps}(\bar{x}^k, \bar{y}^k; \beta_1^k, \beta_2^{k+1}, \tau_k).
   \]
4. Update the smoothness parameter: \( \beta_1^{k+1} := (1 - \tau_k)\beta_1^k \).
5. Update the step size \( \tau_k \) by: \( \tau_{k+1} := \frac{1}{k+3} \).

End.

As mentioned in Remark 7.3.1, there are two steps in the scheme \( S_{2ps} \) of Algorithm 7.3.1 that can be parallelized. The first step is finding \( x^*(\bar{y}^k; \beta_1^k) \) and the second is computing \( \bar{x}^{k+1} \). In general, both steps require one to solve \( M \) convex primal subproblems in parallel. The stopping criterion of Algorithm 7.3.1 will be discussed in Section 7.8.

The next theorem proves the convergence of Algorithm 7.3.1.

Theorem 7.3.4. Let \( \{(\bar{x}^k, \bar{y}^k)\} \) be a sequence generated by Algorithm 7.3.1. Then the following duality gap and feasibility gap hold:

\[
-R_Y \| A\bar{x}^k - b \| \leq \phi(\bar{x}^k) - g(\bar{y}^k) \leq \frac{2\bar{L}D_X}{k+2}, \tag{7.3.12}
\]
and
\[ F(\bar{x}^k) = \|A\bar{x}^k - b\| \leq \frac{2\bar{L}D_{Y^*}}{k+2}, \quad (7.3.13) \]

where \(\bar{L}, D_X, R_{Y^*}\) and \(D_{Y^*}\) are defined by (7.3.1), (7.1.5) and (7.2.10), respectively.

**Proof.** By the choice of \(\beta_0^1 = \beta_0^2 = \bar{L}\) and Step 1 in the initialization phase of Algorithm 7.3.1 we see that \(\beta_1^k = \beta_2^k\) for all \(k \geq 0\). Moreover, since \(\tau_0 = 0.5\), by Lemma 7.3.2, we have \(\beta_1^k = \beta_2^k = \frac{\beta_0}{\tau_0^{k+1}} = \frac{\bar{L}}{0.5^{k+1}}\). By applying Lemma 7.2.1 with \(\beta_1\) and \(\beta_2\) equal to \(\beta_1^k\) and \(\beta_2^k\) respectively, we obtain the bounds (7.4.9) and (7.4.10).

**Remark 7.3.5.** The worst-case complexity of Algorithm 7.3.1 is \(O(\frac{2\bar{L}R_0}{\varepsilon})\), where \(R_0 := \max\{D_X, D_{Y^*}\}\). Moreover, the constants in the bounds (7.4.9) and (7.4.10) also depend on the choice of \(\beta_0^1\) and \(\beta_0^2\), which satisfy the condition \(\beta_0^1 \beta_0^2 \geq \bar{L}\) of Lemma 7.3.1. The values of \(\beta_0^1\) and \(\beta_0^2\) will affect the magnitudes of the duality and feasibility gaps. By substituting \(\bar{L}\) into the worst-case complexity formula, we obtain an alternative:

\[ O \left( \left[ M \max_{1 \leq i \leq M} \left\{ \sigma_{X,i}^{-1} \|A_i\|_2^2 \right\} \right]^{1/2} \frac{1}{R_0^{\varepsilon^{-1}}} \right). \]

This formula shows that the worst-case complexity of Algorithm 7.3.1 also depends on the size of the problem. In particular, it depends on \(M\), the number of components of the problem.

### 7.4 Decomposition algorithm with two dual steps

In Algorithm 7.3.1 two primal steps w.r.t. computing \(x^*(\bar{y}; \beta_1)\) and \(\bar{x}^+\) are required. Since computing a primal step is equivalent to solving \(M\) convex primal subproblems in parallel, the cost per iteration may be relatively high. To overcome this disadvantage, we show in this section that we can only perform one primal step and two dual steps to maintain the excessive gap condition (7.2.6). Note that computing a dual step only needs matrix-vector multiplication.

**Main iteration scheme**

Let us assume that \((\bar{x}, \bar{y})\) is a given point in \(X \times \mathbb{R}^m\) and satisfies the excessive gap condition (7.2.6) w.r.t. \(\beta_1\) and \(\beta_2\). The aim is to compute a new point
such that the condition (7.2.6) holds for new values $\beta_1^+$ and $\beta_2^+$ with $\beta_1^+ < \beta_1$ and $\beta_2^+ < \beta_2$. This can be done by performing the following scheme:

\[
(x^+, \bar{y}^+) := S_{2ds}(x, \bar{y}, \beta_1, \beta_2, \tau) \iff \begin{cases}
\hat{y} := (1 - \tau)\bar{y} + \tau y^*(\bar{x}; \beta_2) \\
\bar{x}^+ := (1 - \tau)\bar{x} + \tau x^*(\hat{y}; \beta_1) \\
\bar{y}^+ := G^*(\hat{y}; \beta_1)
\end{cases}
(7.4.1)
\]

\[
\beta_1^+ := (1 - \alpha \tau)\beta_1 \text{ and } \beta_2^+ := (1 - \tau)\beta_2,
(7.4.2)
\]

where $0 < \alpha \leq 1$ is a damping factor and $\tau \in (0, 1)$ is a step size which will be appropriately updated, respectively. Note that computing $\hat{y}$ and $\bar{y}^+$ is just matrix-vector multiplication, i.e.:

\[
\hat{y} := (1 - \tau)\bar{y} + \tau \beta_2^{-1}(A\bar{x} - b) \text{ and } \bar{y}^+ = \hat{y} + L^2(\beta_1)^{-1}(Ax^*(\hat{y}; \beta_1) - b).
(7.4.3)
\]

The only step $\bar{x}^+$ requires one to solve $M$ convex primal subproblems in parallel.

Now, in order to obtain a positive value $\alpha$, we impose the following assumption.

**Asumption A.7.4.9.** The lower bound $p^*_X$ defined in (7.1.5) is positive.

This assumption is only technical. Since in implementation, we can add any positive constant into $p_X$ to obtain $p^*_X > 0$ without changing any step in the algorithm. However, this leads to a corresponding increase of the quantity $D_X$. Now, we define:

\[
\alpha := \frac{p_X(x^*(\bar{y}; \beta_1))}{D_X} \in [\alpha^*, 1), \text{ where } \alpha^* := \frac{p^*_X}{D_X} > 0.
(7.4.4)
\]

The next theorem provides a condition such that $(\bar{x}^+, \bar{y}^+)$ generated by (7.4.1) satisfies the excessive gap condition (7.2.6). The proof of this theorem can be found in Appendix A.1.

**Theorem 7.4.1.** Suppose that Assumptions A.6.1.7, A.7.1.8 and A.7.4.9 are satisfied. Let $(\bar{x}, \bar{y}) \in X \times \mathbb{R}^m$ be a point satisfying the excessive gap condition (7.2.6) w.r.t. two values $\beta_1$ and $\beta_2$. Then if $\alpha$ is defined by (7.4.4) and the parameter $\tau$ is chosen such that $\tau \in (0, 1)$ and:

\[
\beta_1 \beta_2 \geq \frac{\tau^2}{1 - \tau} \bar{L}^2,
(7.4.5)
\]

where $\bar{L}$ is defined by (7.3.1), then the new point $(\bar{x}^+, \bar{y}^+)$ generated by (7.4.1) and (7.4.2) also satisfy the excessive gap condition (7.2.6) w.r.t two new values $\beta_1^+ < \beta_1$ and $\beta_2^+ < \beta_2$. 


Step size update

Next, we show how to update the step size \( \tau \in (0, 1) \). Indeed, from the condition (7.4.5) of Theorem 7.4.1 we have \( \beta_1 \beta_2 \geq \frac{\tau_2^2}{1-\tau} \). By combining this inequality and (7.4.2) we have \( \beta_1^+ \beta_2^+ = (1-\tau)(1-\alpha \tau)\beta_1 \beta_2 \geq (1-\alpha \tau)^2 \bar{L}^2 \). In order to ensure \( \beta_2^+ \beta_2^+ \geq \frac{\tau_2^2}{1-\tau_+} \) for the next iteration, we need \( (1-\alpha \tau)^2 \geq \frac{\tau_2^2}{1-\tau_+} \).

Since \( \tau, \tau_+ \in (0, 1) \) and \( \alpha \in (0, 1] \), we have:

\[
0 < \tau_+ \leq 0.5 \tau \left\{ [(1-\alpha \tau)^2 \tau^2 + 4(1-\alpha \tau)]^{1/2} - (1-\alpha \tau) \right\} < \tau.
\]

Hence, if we choose \( \tau_+ := 0.5 \tau \max \left\{ [((1-\alpha \tau)^2 \tau^2 + 4(1-\alpha \tau)]^{1/2} - (1-\alpha \tau), \tau_0 \right\} \) then we obtain the tightest rule for updating \( \tau \).

Based on the above analysis, we eventually define a sequence \( \{\tau_k\}_{k \geq 0} \) as follows:

\[
\tau_{k+1} := \frac{\tau_k}{2} \left\{ [(1-\alpha_k \tau_k)^2 \tau_k^2 + 4(1-\alpha_k \tau_k)]^{1/2} - (1-\alpha_k \tau_k) \right\}, \quad (7.4.6)
\]

where \( \tau_0 \in (0, 1) \) is given and \( \alpha_k := p_X(\hat{x}^*; \beta_1^k) / D_X \in [\alpha^*, 1) \).

Assumption A.7.4.9 implies that the factor \( \alpha \) in (7.4.2) is positive and bounded below away from zero. The following lemma shows an explicit formula to calculate \( \tau_k \) whose proof can be found in Appendix A.1.

**Lemma 7.4.1.** Suppose that Assumption A.7.4.9 is satisfied. Let \( \{\tau_k\}_{k \geq 0} \) be a sequence generated by (7.4.6) for a given \( \tau_0 \) such that \( 0 < \tau_0 < \max \{1, \alpha^*(1-\alpha^*)^{-1} \}^{-1} \). Then:

\[
(k + \tau_0^{-1})^{-1} \leq \tau_k \leq \left[ 0.5(1+\alpha^*)k + \tau_0^{-1} \right]^{-1}. \quad (7.4.7)
\]

Moreover, the sequences \( \{\beta_1^k\}_{k \geq 0} \) and \( \{\beta_2^k\}_{k \geq 0} \) generated by (7.4.2) satisfy:

\[
\frac{\gamma}{(\tau_0 k + 1)^2/(1+\alpha^*)} \leq \beta_1^{k+1} \leq \frac{\beta_1^0}{(\tau_0 k + 1)^{\alpha^*}}, \quad \frac{\gamma}{(\tau_0 k + 1)^2/(1+\alpha^*)} \leq \beta_2^{k+1} \leq \frac{\beta_2^0(1-\tau_0)}{\tau_0 k + 1}, \quad (7.4.8)
\]

and \( \beta_1^k \beta_2^{k+1} = \beta_1^0 \beta_2^0 \frac{(1-\tau_0)}{\tau_0^2} \tau_k \), for some positive constant \( \gamma \).

**Remark 7.4.2.** The estimates (7.4.7) show that the sequence \( \{\tau_k\} \) converges to zero with the convergence rate \( O(1/k) \). Consequently, by (7.4.8), we see that the sequence \( \{\beta_1^k \beta_2^k\} \) also converges to zero with the convergence rate \( O(1/k) \). From the condition of Lemma 7.3.1 and (7.4.5), we can derive the initial value \( \tau_0 := \frac{\sqrt{\gamma}-1}{2} \).
The algorithm and its convergence

Finally, by combining the conclusions of Lemma 7.3.1, Theorem 7.4.1 and Lemma 7.4.1, we present the algorithm in detail as follows.

Algorithm 7.4.1. (Decomposition algorithm with two dual steps).

Initialization: Perform the following steps:

1. Choose $\tau_0 := 0.5(\sqrt{5} - 1)$ and $\beta_0^1 > 0$. Set $\beta_2^0 = \frac{\bar{L}^2}{\beta_1^0}$.
2. Compute $\bar{x}^0$ and $\bar{y}^0$ from (7.3.2) or (7.3.3).

Iteration: For $k = 0, 1, \ldots$, perform the following steps:

1. If a given stopping criterion is satisfied then terminate.
2. Compute $\bar{x}^{k+1}$ in parallel and $\bar{y}^{k+1}$ by using scheme (7.4.1):
   
   $$(\bar{x}^{k+1}, \bar{y}^{k+1}) := S_{2ds}(\bar{x}^k, \bar{y}^k; \beta_1^k, \beta_2^k, \tau_k).$$

3. Compute $\alpha_k := \frac{p_{X}(x^*(\bar{y}; \beta_1))}{D_X}$.
4. Update $\beta_1^{k+1} := (1 - \alpha_k \tau_k)\beta_1^k$ and $\beta_2^{k+1} := (1 - \tau_k)\beta_2^k$.
5. Update the step size $\tau_k$ as:

   $$\tau_{k+1} := 0.5\tau_k \left\{ (1 - \alpha_k \tau_k)^2 \tau_k^2 + 4(1 - \alpha_k \tau_k) \right\}^{1/2} - (1 - \alpha_k \tau_k)\tau_k \right\}.$$

End.

Note that the second step of $S_{2ds}$ at Step 3 of Algorithm 7.4.1 can be parallelized. This step computes $x^*(\bar{y}; \beta_1)$ by solving $M$ convex primal subproblems in parallel. The stopping criterion of Algorithm 7.4.1 at Step 1 will be discussed in Section 7.8.

The following theorem shows the convergence of Algorithm 7.4.1.

Theorem 7.4.3. Suppose that Assumptions A.6.1.7, A.7.1.8 and A.7.4.9 are satisfied. Let $\{(\bar{x}^k, \bar{y}^k)\}$ be a sequence generated by Algorithm 7.4.1 after $k$ iterations. Then the following duality gap holds:

$$-R_{Y \ast}F(\bar{x}^{k+1}) \leq \phi(\bar{x}^{k+1}) - g(\bar{y}^{k+1}) \leq \frac{\beta_0^1 D_X}{0.5(\sqrt{5} - 1)k + 1} \alpha^*,$$

(7.4.9)
and the feasibility gap satisfies:
\[ F(\bar{x}^{k+1}) = \| A\bar{x}^{k+1} - b \| \leq \frac{C_f}{0.25(\sqrt{5} - 1)(1 + \alpha^*)} k + 1, \]  
(7.4.10)
where \( C_f := (3 - \sqrt{5}) \frac{e^2}{\eta} R_{Y^*} + 0.5(\sqrt{5} - 1) L \sqrt{2D_X} \) and \( R_{Y^*} \) is defined by (7.2.10). Consequently, the sequence \( \{ (\bar{x}^k, \bar{y}^k) \} \) generated by Algorithm 7.4.1 converges to a solution \( (x^*, y^*) \) of the primal and dual problems (SepCOP)–(7.1.1) as \( k \to \infty \).

**Proof.** From Lemma 7.2.1, we can obtain the following estimates: \( F(\bar{x}^{k+1}) \leq 2\beta_1^{k+1} R_{Y^*} + \sqrt{2\beta_1^{k+1} \beta_2^{k+1} D_X} \) and \( \phi(\bar{x}^{k+1}) - g(\bar{y}^{k+1}) \leq \beta_1^{k+1} D_X \). By combining these inequalities and (7.4.8) and then using the definition of \( C_f \) we obtain (7.4.9) and (7.4.10).

Now, we consider a particular case, where we can get \( O(1/\varepsilon_f) \) of the worst-case complexity, where \( \varepsilon_f \) is a desired accuracy.

**Corollary 7.4.1.** Suppose that the smoothness parameter \( \beta_1^k \) in Algorithm 7.4.1 is fixed at \( \beta_1^k = \beta_1^0 = L \varepsilon_f \) for all \( k \geq 0 \). Suppose further that the sequence \( \{ \tau_k \} \) is updated by \( \tau_{k+1} := 0.5 \tau_k (\sqrt{\tau^2 + 4} - \tau) \) starting from \( \tau_0 := 0.5(\sqrt{5} - 1) \). Then after \( k := [2/\varepsilon_f] + 1 \) iterations, one has:
\[ F(\bar{x}^k) \leq C_f^0 \varepsilon_f \quad \text{and} \quad \left| \phi(\bar{x}^k) - g(\bar{y}^k) \right| \leq C_d^0 \varepsilon_f, \]  
(7.4.11)
where \( C_f^0 := \tilde{L}(2R_{Y^*} + \sqrt{2D_X}) \) and \( C_d^0 := \tilde{L} \max \{ 2R_{Y^*} + \sqrt{2D_X}, D_X \} \).

**Proof.** If we assume that \( \beta_1^k \) is fixed in Algorithm 7.4.1 then, by the new update rule of \( \{ \tau_k \} \) we have \( \beta_2^{k+1} \beta_0^1 \tilde{L}^2 \tau_k^2 \leq \frac{4L^2 \tau_0^2}{(\tau_0 k + 2)^2} \) due to (7.4.7) and (7.4.8) with \( \alpha^* = 0 \). Since \( \beta_0^1 = L \varepsilon_f \), if we choose \( k := [2/\varepsilon_f] + 1 \) then \( \frac{2\tau_0}{\tau_0 (k - 1) + 2} \leq \varepsilon_f \).

Furthermore, by Lemma 7.2.1 we have \( F(\bar{x}^k) \leq 2\beta_2^k R_{Y^*} + \sqrt{2\beta_1^k \beta_2^k D_X} \leq \tilde{L}(2R_{Y^*} + \sqrt{2D_X}) \varepsilon_f \) and \(-R_{Y^*} F(\bar{x}^k) \leq \phi(\bar{x}^k) - g(\bar{y}^k) \leq \beta_0^k D_X = \tilde{L} D_X \varepsilon_f \). By combining these estimates, we obtain the conclusion (7.4.11).

**Remark 7.4.4.** From Corollary 7.4.1 we also obtain:
\[ O \left( \left[ M \max_{1 \leq i \leq M} \left\{ \sigma_X^{-1} \| A_i \|_2 \right\} \right]^{1/2} \tilde{R}_0 \varepsilon_f^{-1} \right), \]
where \( \tilde{R}_0 := \max \{ 2R_{Y^*} + \sqrt{2D_X}, D_X \} \). This formula again shows that the worst-case complexity of Algorithm 7.3.1 also depends on the size of the problem. In particular, it depends on \( M \), the number of components.
Remark 7.4.5. The constant $\bar{L}$ in Algorithm 7.4.1 can be replaced by $\hat{\bar{L}} := \left[ \sum_{i=1}^{M} \frac{\|A_i\|^2}{\sigma_x_i} \right]^{1/2}$ as suggested by the condition (A.1.15) in Appendix A.

7.5 Decomposition algorithms with switching steps

In this section, we apply a switching strategy in [141] to derive two variants of Algorithms 7.3.1 and 7.4.1. These algorithms alternately switch between the primal step scheme $S_{2ps}$ and the dual step scheme $S_{2ds}$ depending on the iteration counter $k$ being either even or odd. In the first variant, we simultaneously update the smoothness parameters $\beta_1$ and $\beta_2$, while, in the second variant, these parameters are alternatively updated.

The first variant

In the first variant, we simply switch between two schemes $S_{2ps}$ and $S_{2ds}$ to obtain a switching variant. In principle, we can either start with $S_{2ps}$ then switch to $S_{2ds}$ and repeat in the next iterations. We notice that this variant fills in the disadvantages of Algorithms 7.3.1 and 7.4.1 as we will see later. For simplicity of presentation, we make the following rule.

Rule R.7.5.1. If the iteration counter $k$ is even then we apply $S_{2ps}$. Otherwise, $S_{2ds}$ is used.

By combining the conclusions of Theorems 7.3.2 and 7.4.1 we can see that the sequence $\{(\bar{x}^k, \bar{y}^k)\}_{k \geq 0}$ generated either by the scheme $S_{2ps}$ or $S_{2ds}$ satisfies the excessive condition (7.2.6).

Now, we can present the algorithm in detail as follows.

Algorithm 7.5.1. (Decomposition algorithm I with switching primal-dual steps).

Initialization: Perform as in Algorithm 7.4.1 with $\tau_0 := 0.5$.

Iteration: For $k = 0, 1, \ldots$ perform the following steps:

1. If a given stopping criterion is satisfied then terminate.

2. If $k$ is even then perform the scheme $S_{2ps}$:
   
   2.1. Update $\beta_2^{k+1} := (1 - \tau_k)\beta_2^k$.
   
   2.2. Compute $(\bar{x}^{k+1}, \bar{y}^{k+1}) := S_{2ps}(\bar{x}^k, \bar{y}^k, \beta_1^k, \beta_2^{k+1}, \tau_k)$.
   
   2.3. Update $\beta_1^{k+1} := (1 - \tau_k)\beta_1^k$. 
2.4. Update the step size $\tau_k$ as $\tau_{k+1} := \frac{\tau_k}{\tau_k + 1}$. 

3. Otherwise, (i.e. $k$ is odd) perform the scheme $S_{2ds}$:

3.1. Compute $(\bar{x}^{k+1}, \bar{y}^{k+1}) := S_{2ds}(\bar{x}^k, \bar{y}^k, \beta_1^k, \beta_2^k, \tau_k)$. 

3.2. Compute the factor $\alpha_k := \frac{p_X(x^*(\bar{y}^k; \beta_1^k))}{D_X}$. 

3.3. Update $\beta_1^{k+1} := (1 - \alpha_k \tau_k) \beta_1^k$ and $\beta_2^{k+1} := (1 - \tau_k) \beta_2^k$. 

3.4. Update the step size $\tau_k$ as:

\[
\tau_{k+1} := \frac{\tau_k}{2} \left\{ (1 - \alpha_k \tau_k)^2 \tau_k + 4(1 - \alpha_k \tau_k) \right\}^{1/2} - (1 - \alpha_k \tau_k) \tau_k \right\}. 
\]

End.

As it has been shown in Algorithms 7.3.1 and 7.4.1 that the second line of the dual scheme $S_{2ds}$ can be parallelized by solving $M$ convex subproblems simultaneously. In the primal scheme $S_{2ps}$, there are two steps that can be parallelized: the first and the third lines of $S_{2ps}$. Each line requires one to solve $M$ convex subproblems in parallel.

Similar to the proof of Lemma 7.3.2 we can show that the sequence $\{\tau_k\}_{k \geq 0}$ generated by Step 2.4 or Step 3.4 of Algorithm 7.5.1 remains satisfying the estimates (7.4.7). Consequently, the estimate of $\beta_2^k$ in (7.4.8) is still valid, while the parameter $\beta_1^k$ satisfies $\beta_1^{k+1} \leq \frac{\beta_1^0}{(\tau_0 k + 1)(1 + \alpha^*)/2}$. 

Finally, we summarize the convergence results of Algorithm 7.5.1 in the following theorem.

**Theorem 7.5.1.** Suppose that Assumptions A.6.1.7, A.7.1.8 and A.7.4.9 are satisfied. Let $\{(\bar{x}^k, \bar{y}^k)\}$ be a sequence generated by Algorithm 7.5.1 after $k$ iterations. Then the following duality gap holds:

\[
-R_Y^* F(\bar{x}^{k+1}) \leq \phi(\bar{x}^{k+1}) - g(\bar{y}^{k+1}) \leq \frac{\beta_1^0 D_X}{(0.5 k + 1)(1 + \alpha^*)/2}, \tag{7.5.1}
\]

and the feasibility gap satisfies:

\[
F(\bar{x}^{k+1}) = \|A \bar{x}^{k+1} - b\| \leq \frac{C_f}{0.25(1 + \alpha^*) k + 1}, \tag{7.5.2}
\]

where $C_f := \frac{L^2}{\beta_1^0} R_Y^* + 0.5 L \sqrt{2 D_X}$ and $R_Y^*$ is defined by (7.2.10). Consequently, the sequence $\{(\bar{x}^k, \bar{y}^k)\}_{k \geq 0}$ generated by Algorithm 7.5.1 converges to a solution $(x^*, y^*)$ of the primal and dual problems (SepCOP)-(7.1.1) as $k \to \infty$.

The proof of this theorem is similar to the proof of Theorem 7.4.3, we omit the details here. We can see from the right hand side of (7.5.1) in Theorem 7.5.1
that this term is better than the one in Theorem 7.4.3. Consequently, Algorithm 7.5.1 overcomes the difficulty of Algorithm 7.4.1 in Assumption A.7.4.9 when \( \alpha^* \) is small and ensures that the sequence \( \{\beta_k\} \) decreases to zero. Nevertheless, as a compensation, at each even iteration, the scheme \( S_{2ps} \) is performed, it requires additional cost to compute \( x^+ \) at the third line of \( S_{2ps} \).

### The second variant

In this variant, we only update one smoothness parameter \( \beta_1 \) or \( \beta_2 \) at each iteration as done in [141]. By applying Rule 7.5.1 we first update \( \beta_1 \) if the iteration counter \( k \) is even. Otherwise, \( \beta_2 \) is updated. As we will see in Theorem 7.5.3 below, this variant has a better convergence rate than the one of the first variant.

The main iteration is now presented as follows:

\[
\begin{align*}
(x^+, y^+) := \begin{cases} 
S_{2ps}(\bar{x}, \bar{y}, \beta_1, \beta_2, \tau) \text{ and } \beta_1^+ := (1 - \tau)\beta_1 & \text{if } k \text{ is even}, \\
S_{2ds}(\bar{x}, \bar{y}, \beta_1, \beta_2, \tau) \text{ and } \beta_2^+ := (1 - \tau)\beta_2 & \text{otherwise}.
\end{cases}
\end{align*}
\] (7.5.3)

Note that in this scheme, only one parameter is updated at each iteration which is different from (7.3.4).

The following lemma shows that \((x^+, y^+)\) generated by the scheme (7.5.3) maintains the excessive gap condition (7.2.6).

**Lemma 7.5.1.** Suppose that \((\bar{x}, \bar{y}) \in X \times \mathbb{R}^m\) and satisfies (7.2.6) w.r.t. two values \( \beta_1 \) and \( \beta_2 \). Then if we choose the parameter \( \tau \in (0, 1) \) such that:

\[
\beta_1 \beta_2 \geq \frac{\tau^2}{1 - \tau} L^2,
\] (7.5.4)

then the new point \((x^+, y^+)\) generated by the scheme (7.5.3) is in \( X \times \mathbb{R}^m \) and maintains the excessive gap condition (7.2.6) w.r.t. either two new values \( \beta_1^+ < \beta_1 \) and \( \beta_2 \) or \( \beta_1 \) and \( \beta_2^+ < \beta_2 \).

The proof of this lemma is quite similar to [141, Theorem 4.2.] that we omit here.

Now, we show how to update the step size \( \tau \) in order to maintain the excessive gap condition (7.2.6). Similar to (7.4.6), we update \( \tau_+ \) such that:

\[
0 < \tau_+ \leq \frac{\tau}{2} (\sqrt{\tau^2 + 4 - \tau} - \tau).
\]

The tightest rule for updating the step size sequence \( \{\tau_k\}_{k \geq 0} \) is:

\[
\tau_{k+1} := \frac{\tau_k}{2} (\sqrt{\tau_k^2 + 4 - \tau_k}),
\] (7.5.5)
for all $k \geq 0$ and $\tau_0 \in (0, \frac{\sqrt{5} - 1}{2}]$. Associated with $\{\tau_k\}$, we generate two sequences $\{\beta^k_1\}$ and $\{\beta^k_2\}$ as:

$$
\beta^{k+1}_1 := \begin{cases} 
(1 - \tau_k)\beta^k_1 & \text{if } k \text{ is even} \\
\beta^k_1 & \text{otherwise}
\end{cases}, \quad \text{and} \quad
\beta^{k+1}_2 := \begin{cases} 
\beta^k_2 & \text{if } k \text{ is even} \\
(1 - \tau_k)\beta^k_2 & \text{otherwise}
\end{cases},
$$

(7.5.6)

where $\beta^0_1 = \beta^0_2 > 0$ are fixed.

Similar to Lemma 7.3.2, we have the following lemma.

**Lemma 7.5.2.** Let $\{\tau_k\}$, $\{\beta^k_1\}$ and $\{\beta^k_2\}$ be three sequences generated by (7.5.5) and (7.5.6), respectively. Then:

$$
\frac{(1 - \tau_0)\beta^0_1}{\tau_0k + 1} < \beta^k_1 < \frac{2\beta^0_1\sqrt{1 - \tau_0}}{\tau_0k}, \quad \text{and} \quad
\frac{\beta^0_2\sqrt{1 - \tau_0}}{\tau_0k + 1} < \beta^k_2 < \frac{2\beta^0_2}{\tau_0k},
$$

(7.5.7)

for all $k \geq 1$, provided that $\beta^0_1 = \beta^0_2 > 0$.

The proof of this lemma can be found in Appendix A.1.

**Remark 7.5.2.** We can see that the right-hand side $\eta^1_k(\tau_0) := \frac{2\beta^0_1\sqrt{1 - \tau_0}}{\tau_0k}$ and $\eta^2_k(\tau_0) := \frac{2\beta^0_2}{\tau_0k}$ of (7.5.7) are decreasing in $(0,1)$ for $k \geq 1$. Therefore, we can choose $\tau_0$ as large as possible to minimize $\eta_k(\cdot)$ in $(0,1)$. In this case, we choose $\tau_0 := \frac{\sqrt{5} - 1}{2} \approx 0.618$.

Now, we can present the algorithm in detail as follows:

**Algorithm 7.5.2.** *(Decomposition algorithm II with switching primal-dual steps)*.

**Initialization:** Perform the following steps:

1. Choose $\tau_0 := 0.5(\sqrt{5} - 1)$ and set $\beta^0_1 = \beta^0_2 := \bar{L}$.
2. Compute $\bar{x}^0$ and $\bar{y}^0$ as in Algorithm 7.3.1.

**Iteration:** For $k = 0, 1, \cdots$, perform the following steps:

1. If a given stopping criterion is satisfied then terminate.
2. If $k$ is even then:
   2a) Compute $(\bar{x}^{k+1}, \bar{y}^{k+1}) := S_{2ps}(\bar{x}^k, \bar{y}^k; \beta^k_1, \beta^k_2, \tau_k)$.
   2b) Update the smoothness parameter $\beta^k_1$ as $\beta^{k+1}_1 := (1 - \tau_k)\beta^k_1$.
3. Otherwise, i.e. if $k$ is odd then:
3a) Compute \((\bar{x}^{k+1}, \bar{y}^{k+1}) := S_{2ds}(\bar{x}^k, \bar{y}^k; \beta_1^k, \beta_2^k, \tau_k)\).

3b) Update the smoothness parameter \(\beta_2^k\) as \(\beta_2^{k+1} := (1 - \tau_k)\beta_2^k\).

4. Update the step size \(\tau_k\) as: \(\tau_{k+1} := (\tau_k^2 + 4)^{1/2} - \tau_k\).

End.

The main steps of Algorithm 7.5.2 are Steps 2a and 2b, which requires us to compute either the primal step scheme \(S_{2ps}\) or the dual step scheme \(S_{2ds}\). The following theorem shows the convergence of this algorithm.

**Theorem 7.5.3.** Let \(\{(\bar{x}^k, \bar{y}^k)\}_{k \geq 0}\) be a sequence generated by Algorithm 7.5.2. Then the duality gap is satisfied:

\[-R_Y^* \| A\bar{x}^{k+1} - b \| \leq \phi(\bar{x}^{k+1}) - g(\bar{y}^{k+1}) \leq \frac{2\bar{L}D_X}{k + 1}, \quad (7.5.8)\]

and the feasibility gap holds:

\[\| A\bar{x}^{k+1} - b \| \leq \frac{(\sqrt{5} + 1)\bar{L}D_Y^*}{4(k + 1)}, \quad (7.5.9)\]

where \(\bar{L}, D_X, R_Y^*\) and \(D_Y^*\) are defined in (7.3.1), (7.1.5) and (7.2.10).

**Proof.** The conclusion of this theorem follows directly from Lemmas 7.2.1 and 7.3.2, the conditions \(\tau_0 = \frac{\sqrt{5} - 1}{2}, \beta_1^0 = \beta_2^0 = \bar{L}\) and the fact that \(\beta_1^k \leq \beta_2^k\). \(\square\)

**Remark 7.5.4.** Note that the worst-case complexity of Algorithm 7.5.2 is still \(O\left(\frac{\bar{R}_0}{\epsilon} \right)\), where \(\bar{R}_0 := \max \{D_X, D_Y^*\}\). The constants in the complexity bounds (7.4.9) and (7.4.10) are similar to the ones in (7.5.1) and (7.5.2), respectively. As we discuss in Section 7.8, the rate of decrease of \(\tau_k\) in Algorithm 7.5.2 is smaller than two times of \(\tau_k\) in Algorithm 7.5.2. Consequently, the sequences \(\{\beta_1^k\}\) and \(\{\beta_2^k\}\) generated by Algorithm 7.3.1 approach zero faster than the ones generated by Algorithm 7.5.2. Hence, Algorithm 7.3.1 converges faster than Algorithm 7.5.2. By substituting \(\bar{L}\) into the worst-case complexity formula, we obtain:

\[O\left(\left[ M \max_{1 \leq i \leq M} \left\{ \sigma_{X_i}^{-1} \| A_i \|^2 \right\} \right]^{1/2} \bar{R}_0 \epsilon^{-1} \right),\]

which is the same as the one in Remark 7.3.5.

Note that we can switch the role of the schemes \(S_{2ps}\) and \(S_{2ds}\) in Algorithm 7.5.2. We can also combine the primal and dual step schemes \(S_{2ps}\) and \(S_{2ds}\) in different ways to obtain other variants. For instance, we can apply twice dual scheme \(S_{2ds}\) and one primal scheme \(S_{2ps}\) and then switch them.
### 7.6 Application to strongly convex case

If $\phi_i$ in (SepCOP) is strongly convex for $i = 1, \cdots, M$ then the convergence rate of the dual scheme (7.4.1) can be accelerated up to $O\left(\frac{1}{k^2}\right)$.

Suppose that $\phi_i$ is strongly convex with a convexity parameter $\sigma_{\phi_i} > 0$ for $i = 1, \cdots, M$. Then the original dual function $g$ defined by (6.3.1) is well-defined, concave and differentiable. Moreover, its gradient is given by:

$$\nabla g(y) = Ax^*(y) - b,$$

which is Lipschitz continuous with a Lipschitz constant $L_g := \sum_{i=1}^M \frac{\|A_i\|_2^2}{\sigma_{\phi_i}}$, see [135, 146]. The excessive gap condition (7.2.6) in this case reduces to:

$$f(\bar{x}; \beta_2) \leq g(\bar{y}),$$

(7.6.2)

for given $\bar{x} \in X, \bar{y} \in \mathbb{R}^m$ and $\beta_2 > 0$. From Lemma 7.2.1 we conclude that if the point $(\bar{x}, \bar{y})$ is chosen such that

$$\beta_2 \geq \tau^2 L_g \frac{1}{1 - \tau},$$

(7.6.6)

then the new point $(\bar{x}^+, \bar{y}^+)$ computed by (7.6.5) satisfies (7.6.2) with a new parameter value $\beta_2 < \beta_2$. The following lemma shows that $(\bar{x}^+, \bar{y}^+)$ generated by (7.6.5) satisfies (7.6.2) whose proof can be found in [141].

**Lemma 7.6.1.** Suppose that the point $(\bar{x}, \bar{y}) \in X \times \mathbb{R}^m$ and satisfies the excessive gap condition (7.6.2) with the value $\beta_2$. Then if the parameter $\tau$ is chosen such that $\tau \in (0, 1)$ and:

$$\beta_2 \geq \tau^2 L_g \frac{1}{1 - \tau},$$

(7.6.6)

then the new point $(\bar{x}^+, \bar{y}^+)$ computed by (7.6.5) is in $X \times \mathbb{R}^m$ and also satisfies (7.6.2) with a new parameter value $\beta_2^+ < \beta_2$. The following lemma shows that $(\bar{x}^+, \bar{y}^+)$ generated by (7.6.5) satisfies (7.6.2) whose proof can be found in [141].
Now, let us derive the rule to update the parameter $\tau$. Suppose that $\beta_2$ satisfies (7.6.6). Since $\beta_2^+ = (1 - \tau)\beta_2$, the condition (7.6.6) holds for $\beta_2^+$ if $\tau^2 \geq \frac{\tau_+^2}{1 - \tau^+}$. Therefore, similar to Algorithm 7.5.2, we update the parameter $\tau$ by using the rule (7.5.5).

Before presenting the algorithm, it is necessary to find a starting point $(\bar{x}_0^*, \bar{y}_0^*)$ satisfying (7.6.2). Let $\beta_2^0 := L^g$. We compute $(\bar{x}_0^*, \bar{y}_0^*)$ as:

$$\bar{x}_0^* := x^*(0^m) \quad \text{and} \quad \bar{y}_0^* := (L^g)^{-1}(A\bar{x}_0^* - b). \quad (7.6.7)$$

It follows from [141, Lemma 7.4.] that $(\bar{x}_0^*, \bar{y}_0^*)$ satisfies the excessive gap condition (7.6.2).

Finally, the decomposition algorithm for solving the strongly convex programming problem of the form (SepCOP) is described in detail as follows.

**Algorithm 7.6.1. (Decomposition algorithm for strongly convex case).**

**Initialization:** Perform the following steps:

1. Choose $\tau_0 := 0.5(\sqrt{5} - 1)$. Set $\beta_2^0 := L^g$.
2. Compute $\bar{x}_0^*$ and $\bar{y}_0^*$ as:

$$\bar{x}_0^* := x^*(0^m) \quad \text{and} \quad \bar{y}_0^* := (L^g)^{-1}(A\bar{x}_0^* - b).$$

**Iteration:** For $k = 0, 1, \cdots$, perform the following steps:

1. If a given stopping criterion is satisfied then terminate.
2. Compute $(\bar{x}_k^{k+1}, \bar{y}_k^{k+1}) := S^s_{2\delta\bar{\psi}}(\bar{x}_k^k, \bar{y}_k^k, \beta_2^k, \tau_k)$.
3. Update the smoothness parameter as: $\beta_2^{k+1} := (1 - \tau_k)\beta_2^k$.
4. Update the step size $\tau_k$ as: $\tau_{k+1} := \frac{\tau_k}{2} \left[ (\tau_k^2 + 4)^{1/2} - \tau_k \right]$.

**End.**

The convergence of Algorithm 7.6.1 is stated as in Theorem 7.6.1 below.

**Theorem 7.6.1.** Let $\{(\bar{x}_k^k, \bar{y}_k^k)\}_{k \geq 0}$ be a sequence generated by Algorithm 7.6.1. Then the following duality and feasibility gaps are satisfied:

$$-4L^gR^2_{Y^*} \leq \phi(\bar{x}_k^k) - g(\bar{y}_k^k) \leq 0 \quad \text{and} \quad \|A\bar{x}_k^k - b\| \leq \frac{4L^gR_{Y^*}}{(k + 2)^2}, \quad (7.6.8)$$

where $L^g := \sum_{i=1}^{M} \frac{\|A_i\|^2_{2}}{\sigma_{\psi_i}}$ and $R_{Y^*}$ is defined in (7.2.10).
Proof. From the update rule of $\tau^k$, we have $(1 - \tau^k) \cdot \beta^k_2 = \beta^k_2 \cdot \prod_{i=0}^{k} (1 - \tau_i) = \frac{\beta^0_2 (1 - \tau_0)}{\tau^2_k}$. Moreover, since $\beta^k_2 = (1 - \beta^k_2 \cdot \tau^k_2)$, it implies that $\beta^k_2 < \frac{4L^g (1 - \tau_0)}{(\\tau_0 k + 2)^2}$. By using the inequalities (7.4.7) with $\alpha^* = 1$ and $\beta^0_2 = L^g$, we have $\beta^k_2 < \frac{4L^g (1 - \tau_0)}{(\\tau_0 k + 2)^2}$. By substituting this inequality into (7.6.3) and (7.6.4), we obtain (7.6.8).

Theorem 7.6.1 shows that the worst-case complexity of Algorithm 7.6.1 is $O(2/\sqrt{L^g R^Y \epsilon})$. Moreover, at each iteration of this algorithm, only one primal step is performed in parallel. Note that the constant $L_g$ defined in Theorem 7.6.1 is similar to the constant $\hat{L}$ defined in Remark 7.4.5. We can write the worst-case complexity of Algorithm 7.6.1 as:

$$O \left( \left[ \sum_{i=1}^{M} \sigma^{-1}_{\phi_i} \|A_i\|^2 \right]^{1/2} R^Y \epsilon^{-1/2} \right),$$

which depends on the dimension of the problem.

### 7.7 Extensions to inexact case

As we mentioned earlier, solving the convex primal subproblems (7.1.8) exactly is only conceptual. In practice, we can only solve these problems up to a certain accuracy as in Definition 7.2.1. In this section, we only extend Algorithms 7.3.1 and 7.4.1 to the inexact case. Extensions of the remaining algorithms to the inexact case can be done similarly.

For a given accuracy vector $\epsilon = (\epsilon_1, \ldots, \epsilon_M)$ in Definition 7.2.1. Let us first define the following quantities:

$$\begin{align*}
\bar{\epsilon} := \left[ \sum_{i=1}^{M} \sigma_{X_i} \epsilon_i^2 \right]^{1/2},
D_\sigma := \left[ 2 \sum_{i=1}^{M} \frac{D_{X_i}}{\sigma_{X_i}} \right]^{1/2},
C_d := \|A\|_2^2 D_\sigma + \|A^T(Ax^c - b)\|_2,
\end{align*}$$

From (7.7.1) we see that the quantity $C_d$ depends on the data of the problem, i.e. matrix $A$, the quantities $D_{X_i}$, $\sigma_{X_i}$ for $i = 1, \ldots, M$ and vectors $b$ and $x^c$. Moreover, $\epsilon_{[1]} = \|\epsilon\|_2$. If we choose the accuracy level $\epsilon_i = \bar{\epsilon} \geq 0$ for all $i = 1, \ldots, M$ then the quantities $\epsilon_{[1]} = M \bar{\epsilon}$ and $\epsilon_{[\sigma]} = [\sum_{i=1}^{M} \sigma_{X_i}]^{1/2} \bar{\epsilon}$.

Next, if we assume that the convex primal subproblems (7.1.8) and (7.2.13) are solved inexactly in the sense of Definition 7.2.1 to obtain approximate solutions
\( \tilde{x}^*(\cdot; \beta_1) \) and \( \tilde{P}(\cdot; \beta_2) \), respectively then the algorithmic schemes \( S_{2ps} \) and \( S_{2ds} \) can be modified as follows:

\[
(\bar{x}^+, \bar{y}^+):= \tilde{S}_{2ps}(\bar{x}, \bar{y}, \beta_1, \beta_2^+, \tau) \iff \begin{cases} 
\hat{x} := (1 - \tau)\bar{x} + \tau \bar{x}^*(\bar{y}; \beta_1), \\
\bar{y}^+ := (1 - \tau)\bar{y} + \tau \bar{y}^* (\bar{x}; \beta_2^+) \end{cases} \quad (7.7.2)
\]

and

\[
(\bar{x}^+, \bar{y}^+):= \tilde{S}_{2ds}(\bar{x}, \bar{y}, \beta_1, \beta_2, \tau) \iff \begin{cases} 
\hat{y} := (1 - \tau)\bar{y} + \tau \bar{y}^* (\bar{x}; \beta_2) \\
\bar{x}^+ := (1 - \tau)\bar{x} + \tau \bar{x}^* (\bar{y}; \beta_1) \end{cases} \quad (7.7.3)
\]

The smoothness parameter \( \beta_1 \) and \( \beta_2 \) in both schemes are updated as in \( S_{2ps} \) and \( S_{2ds} \), respectively, while the damping factor \( \alpha \) in (7.4.2) is updated by

\[
\alpha := \frac{p_x(\bar{x}^*(\bar{y}; \beta_1))}{D_x}.
\]

We also need to find an initial point in the inexact case. This can be done by performing one of the following schemes:

\[
a) \begin{cases} 
\bar{y}^0 := \beta_2^{-1} (A\bar{x}^c - b), \\
\bar{x}^0 := \tilde{P}(x^c; \beta_2),
\end{cases} \quad \text{or} \quad b) \begin{cases} 
\bar{x}^0 := \bar{x}^e(0^m; \beta_1), \\
\bar{y}^0 := L^g(\beta_1)^{-1} (A\bar{x}^0 - b),
\end{cases} \quad (7.7.4)
\]

where \( \tilde{x}^e(\bar{y}; \beta_1) \) defined by (7.2.1). Similar to the conclusion of Lemma 7.3.1 the point \((\bar{x}^0, \bar{y}^0)\) defined by (7.7.4) satisfies the \( \delta_0 \) - excessive gap condition (7.2.7) under an appropriate choice of \( \beta_1 \), where:

\[
\delta_0 := \begin{cases} 
0.5\beta_2^{-1} M \sum_{i=1}^M \|A_i\|^2 \varepsilon_i^2 & \text{if } (\bar{x}^0, \bar{y}^0) \text{ is defined by } a), \\
\beta_1 \left( \bar{L}^{-1}C_d \varepsilon_{[1]} + \frac{1}{2} \varepsilon_{[\beta_2]}^2 \right) \geq 0 & \text{if } (\bar{x}^0, \bar{y}^0) \text{ is defined by } b).
\end{cases} \quad (7.7.5)
\]

**Lemma 7.7.1.** The point \((\bar{x}^0, \bar{y}^0) \in X \times \mathbb{R}^m \) generated by either scheme a) or scheme b) in (7.7.4) satisfies the \( \delta_0 \) - excessive gap condition (7.2.7) w.r.t. \( \beta_1 \) and \( \beta_2 \) provided that:

\[
\beta_1 \beta_2 \geq \bar{L}^2,
\]

where \( \delta_0 \) is defined by (7.7.5).

The proof of this lemma can be found in Appendix A.1.

Now, we consider the following functions:

\[
\begin{cases} 
\eta_1(\tau, \beta_1, \beta_2, \bar{y}, \varepsilon) := 2\beta_1 (1 - \tau) D_\sigma \varepsilon_{[\sigma]} + 0.5 \sum_{i=1}^M L^i_{\psi} ((1 - \tau)\beta_2) \varepsilon_i^2, \\
\eta_2(\tau, \beta_1, \beta_2, \bar{y}, \varepsilon) := [\bar{L}^{-1} \beta_1 C_d + (1 - \tau) \tau (\beta_2^{-1} C_d + \|A\| \|\bar{y}\|)] \varepsilon_{[1]} + 0.5 \tau \beta_1 \varepsilon_{[\beta_2]}^2
\end{cases} \quad (7.7.7)
\]

where \( \bar{y} \) is the point defined by (7.7.4).
The following theorem shows that the new point \((\tilde{x}^+, \tilde{y}^+)\) generated by the schemes \((7.7.2)\) and \((7.7.3)\) still maintains the \(\delta_+\)-excessive gap condition \((7.2.7)\).

**Theorem 7.7.1.** Suppose that Assumptions **A.6.1.7**, **A.7.1.8** and **A.7.4.9** are satisfied. Let \((\bar{x}, \bar{y}) \in X \times \mathbb{R}^m\) be a point satisfying \((7.2.7)\) w.r.t. two values \(\beta_1 > 0\) and \(\beta_2 > 0\) and the accuracy \(\delta \geq 0\). Then if the parameter \(\tau\) is chosen such that \(\tau \in (0,1)\) and:

\[
\beta_1 \beta_2 \geq \frac{\tau^2}{(1-\tau)^2} \tilde{L}^2 \quad \text{(resp. } \beta_1 \beta_2 \geq \frac{\tau^2}{1-\tau} \tilde{L}^2) \text{,} (7.7.8)
\]

then the new point \((\tilde{x}^+, \tilde{y}^+)\) generated by scheme \((7.7.2)-(7.3.5)\) (resp. \((7.7.3)-(7.4.2)\)) is in \(X \times \mathbb{R}^m\) and maintains the \(\delta_+\)-excessive gap condition \((7.2.7)\) w.r.t. two new values \(\beta_1^+\) and \(\beta_2^+\) and \(\delta_+ := (1-\tau)\delta + \eta_1(\tau, \beta_1, \beta_2, \bar{y}, \varepsilon)\) (resp. \(\delta_+ := (1-\tau)\delta + \eta_2(\tau, \beta_1, \beta_2, \bar{y}, \varepsilon)\)).

The proof of this theorem is postponed to Appendix A.1.

Now, let \(\{\eta_k\}_{k \geq 0}\) be a sequence generated by either \(\eta_k := \eta_1(\tau^k, \beta_1^k, \beta_2^k, \bar{y}^k, \bar{\varepsilon}_k)\) or \(\eta_k := \eta_2(\tau^k, \beta_1^k, \beta_2^k, \bar{y}^k, \bar{\varepsilon}_k)\). We update the sequence of accuracies \(\{\delta_k\}_{k \geq 0}\) as:

\[
\delta_{k+1} := (1-\tau_k)\delta_k + \eta_k = \delta_k + (\eta_k - \tau_k \delta_k), \quad \forall k \geq 0, \quad (7.7.9)
\]

where \(\delta_0 \geq 0\) is chosen a priori. We need to find a condition on \(\bar{\varepsilon}_k\) such that \(\{\delta_k\}_{k \geq 0}\) is nonincreasing. Indeed, we define:

\[
\begin{align*}
R_k & := 2(1-\tau_k)\beta_1^k D_\sigma \left( \sum_{i=0}^{M} \sigma_i \right)^{1/2} + 0.5M[(1-\tau_k)\beta_2^k]^{-1} \sum_{i=1}^{M} \|A_i\|^2, \\
Q_k & := M \left[ \tilde{L}^{-1} \beta_1^k C_d + (1-\tau_k)\tau_k \left( (\beta_2^k)^{-1} C_d + \|\bar{A}\| \|\bar{y}\| \right) \right] + 0.5\tau_k \beta_1^k \sum_{i=1}^{M} \sigma_i.
\end{align*}
\]  

(7.7.10)

The following lemma provides a condition to update the vector of accuracies \(\bar{\varepsilon}_k\).

**Lemma 7.7.2.** If the accuracy \(\bar{\varepsilon}_{ik}\) at the iteration \(k\) is chosen such that \(0 \leq \bar{\varepsilon}_{ik} \leq \bar{\varepsilon}_k := \frac{\tau_k \delta_k}{R_k}\) in the scheme \((7.7.2)\) and \(0 \leq \bar{\varepsilon}_{ik} \leq \bar{\varepsilon}_k := \frac{\tau_k \delta_k}{Q_k}\) in the scheme \((7.7.3)\) for \(i = 1, \cdots, M\) then the sequence \(\{\delta_k\}_{k \geq 0}\) generated by \((7.7.9)\) is nonincreasing.

**Proof.** We only prove the first case. Since \(0 \leq \bar{\varepsilon}_{ik} \leq \bar{\varepsilon}_k\) for all \(i = 1, \cdots, M\), we have \((\varepsilon_{[1]}^2) \leq M \bar{\varepsilon}_k\) and \((\varepsilon_{[\sigma]}^2) \leq \left( \sum_{i=1}^{M} \sigma_{X_i} \right)^2 \bar{\varepsilon}_k^2 \leq \left( \sum_{i=1}^{M} \sigma_{X_i} \right) \bar{\varepsilon}_k\). By substituting these inequalities into the definition \((7.7.7)\) of \(\eta\) and then using \((7.7.10)\) and the notation \(\eta_k = \eta_1(\tau^k, \beta_1^k, \beta_2^k, \bar{y}^k, \bar{\varepsilon}_k)\), we have:

\[
\eta_k \leq R_k \bar{\varepsilon}_k.
\]
On the other hand, from (7.7.9) we have \(\delta_{k+1} = \delta_k + (\eta_k - \tau_k \delta_k)\) for all \(k \geq 0\). Thus, \(\{\delta_k\}_{k \geq 0}\) is nonincreasing if \(\eta_k - \tau_k \delta_k \leq 0\) for all \(k \geq 0\). If we choose \(\bar{\varepsilon}_k\) such that \(R_k \bar{\varepsilon}_k \leq \tau_k \delta_k\), i.e. \(\bar{\varepsilon}_k \leq \frac{\tau_k \delta_k}{R_k}\), then \(\eta_k \leq \tau_k \delta_k\).

If we choose \(\bar{\varepsilon}_0\) in Lemma 7.7.2 such that \(\bar{\varepsilon}_0 = \tilde{\varepsilon} C_0\), where
\[
C_0 := \begin{cases} 
0.5 \beta_2^{-1} M \sum_{i=1}^{M} \|A_i\|^2 & \text{if } (\bar{x}^0, \bar{y}^0) \text{ is defined by a) } \\
\beta_1 \left( \tilde{L}^{-1} C_d + 0.5 \sum_{i=1}^{M} \sigma_i \right) & \text{if } (\bar{x}^0, \bar{y}^0) \text{ is defined by b),}
\end{cases}
\tag{7.7.11}
\]
and \(\bar{\varepsilon} \geq 0\) is a given accuracy, then the condition (7.2.7) holds with \(\delta = \bar{\varepsilon}\).

Now we present a variant of Algorithm 7.3.1 in the inexact case.

**Algorithm 7.7.1.** *(Inexact decomposition algorithm with two primal steps).*

**Initialization:** Perform the following steps:

1. Provide a desired accuracy \(\bar{\varepsilon} \geq 0\) for solving the primal subproblems (7.1.8). Set \(\tau_0 := 0.5\), \(\beta_0^1 = \beta_0^2 > 0\) and set \(\beta_0^2 := \frac{L_2}{\beta_0^1}\).
2. Compute \(C_0\) by (7.7.11). Set \(\bar{\varepsilon}_0 := \bar{\varepsilon}/C_0\) and \(\delta_0 := \bar{\varepsilon}\).
3. Compute \(\bar{x}^0\) and \(\bar{y}^0\) from (7.7.4) up to the accuracy \(\bar{\varepsilon}_0\).

**Iteration:** For \(k = 0, 1, \cdots\) perform the following steps:

1. If a given stopping criterion is satisfied then terminate.
2. Compute \(R_k\) by (7.7.10). Set \(\bar{\varepsilon}_k := \tau_k \delta_k/R_k\) and update \(\delta_{k+1} := (1 - \tau_k) \delta_k + R_k \bar{\varepsilon}_k\).
3. Update \(\beta_2^{k+1} := (1 - \tau_k) \beta_2^k\).
4. Compute \((\bar{x}^{k+1}, \bar{y}^{k+1}) := \tilde{S}_2 ps(\bar{x}^k, \bar{y}^k, \beta_1^k, \beta_2^{k+1}, \tau_k)\) up to the accuracy \(\bar{\varepsilon}^k\).
5. Update \(\beta_1^{k+1} := (1 - \tau_k) \beta_1^k\).
6. Update the step size \(\tau_k\) as \(\tau_{k+1} := \frac{\tau_k}{\tau_k + 1}\).

**End.**

Symmetrically, we also obtain an inexact variant of Algorithm 7.4.1 as follows:

**Algorithm 7.7.2.** *(Inexact decomposition algorithm with two dual steps).*

**Initialization:** Perform as in Algorithm 7.7.1 with \(\tau_0 := 0.5(\sqrt{5} - 1)\).

**Iteration:** For \(k = 0, 1, \cdots\), perform the following steps:
1. If a given stopping criterion is satisfied then terminate.

2. Compute $Q_k$ by (7.7.10). Set $\bar{\varepsilon}_k := \tau_k \delta_k / Q_k$ and update $\delta_{k+1} := (1 - \tau_k) \delta_k + Q_k \bar{\varepsilon}_k$.

3. Compute $(\bar{x}^{k+1}, \bar{y}^{k+1}) := \tilde{S}_{2ds}(\bar{x}^k, \bar{y}^k, \beta_1^k, \beta_2^k, \tau_k)$ up to the accuracy $\bar{\varepsilon}_k$.

4. Compute the factor $\alpha_k := p_X(\bar{x}^*; \beta_1^k) / D_X$.

5. Update $\beta_{k+1}^1 := (1 - \alpha_k \tau_k) \beta_k^1$ and $\beta_{k+1}^2 := (1 - \tau_k) \beta_k^2$.

6. Update the step size $\tau_k$ as:

$$\tau_{k+1} := 0.5 \tau_k \left\{ \left[ (1 - \alpha_k \tau_k)^2 \tau_k^2 + 4(1 - \alpha_k \tau_k) \right]^{1/2} - (1 - \alpha_k \tau_k) \tau_k \right\}. \quad (7.7.12)$$

End.

Finally, we summarize the convergence results of Algorithms 7.7.1 and 7.7.2 in the following theorem. The proofs of this theorem can be done similarly as the proof of Theorems 7.3.4 and 7.4.3, which we omit the details here.

**Theorem 7.7.2.** Suppose that Assumptions A.6.1.7, A.7.1.8 and A.7.4.9 are satisfied. Let $\{ (\bar{x}^k, \bar{y}^k) \}$ be a sequence generated by Algorithm 7.7.1 after $\bar{k}$ iterations. If the accuracy $\bar{\varepsilon}$ in this algorithm is chosen such that $0 \leq \bar{\varepsilon} \leq \frac{2 \epsilon_0}{k+2}$ for some positive constant $\epsilon_0$ then the following duality gap holds:

$$-R_{\mathcal{Y}^*} F(\bar{x}^\bar{k}) \leq \phi(\bar{x}^\bar{k}) - g(\bar{y}^\bar{k}) \leq \frac{2(\beta^0 D_X + \epsilon_0)}{k + 2}. \quad (7.7.13)$$

and the feasibility gap satisfies:

$$F(\bar{x}^\bar{k}) = \| A\bar{x}^\bar{k} - b \| \leq \frac{2(\tilde{L}^2 \beta_0^{-1} R_{\mathcal{Y}^*} + \tilde{L} \sqrt{2D_X + 2\epsilon_0 \beta_0^{-1}})}{k + 2}. \quad (7.7.14)$$

Alternatively, let $\{ (\bar{x}^k, \bar{y}^k) \}$ be a sequence generated by Algorithm 7.7.2 after $\bar{k}$ iterations. If the accuracy $\bar{\varepsilon}$ in this algorithm is chosen such that $0 \leq \bar{\varepsilon} \leq \frac{\epsilon_0}{0.5(\sqrt{5} - 1)k + 1}$ for some positive constant $\epsilon_0$ then the following duality gap holds:

$$-R_{\mathcal{Y}^*} F(\bar{x}^{\bar{k}+1}) \leq \phi(\bar{x}^{\bar{k}+1}) - g(\bar{y}^{\bar{k}+1}) \leq \frac{\beta^0 D_X + \epsilon_0}{0.5(\sqrt{5} - 1)k + 1} \alpha^*, \quad (7.7.15)$$

and the feasibility gap satisfies:

$$F(\bar{x}^{\bar{k}+1}) = \| A\bar{x}^{\bar{k}+1} - b \| \leq \frac{C_f}{0.25(\sqrt{5} - 1)(1 + \alpha^*)k + 1}. \quad (7.7.16)$$
where \( C_f := (3 - \sqrt{5}) \frac{L^2}{\delta_0} R_Y + 0.5 \bar{L} (\sqrt{5} - 1) (D_X + c_0 \beta_0^{-1})^{1/2} \).

Consequently, the sequence \( \{ (\bar{x}^k, \bar{y}^k) \}_{k \geq 0} \) generated by either Algorithm 7.7.1 or Algorithm 7.7.2 converges to a solution \( (x^*, y^*) \) of the primal and dual problems (SepCOP)-(7.1.1) as \( k \to \infty \) and \( \bar{\varepsilon} \to 0^+ \).

The conclusion of Theorem 7.7.2 shows that the initial accuracy level \( \bar{\varepsilon} \) of solving the primal subproblems (7.1.8) needs to be chosen as \( O(1/k) \). Then we have \( |\phi(\bar{x}^k) - g(\bar{y}^k)| = O(1/k^{\alpha}) \) and \( F(\bar{x}^k) = O(1/k) \) in Algorithm 7.7.2. We note that the accuracy level of solving the primal subproblems (7.1.8) has to update at each iteration \( k \) of Algorithms 7.7.1 and 7.7.2. The new value is computed by \( \bar{\varepsilon}^k = \tau_k \delta_k / Q_k \) at Step 2 which has the same order as \( 1/k^2 \).

### 7.8 Comparison and implementation aspects

In this section, we first make a theoretical comparison of the algorithms proposed in the previous sections. Then we discuss the stopping criterion of these algorithms. Finally, we present some remarks on distributed implementation of the algorithms.

#### Theoretical comparison

As we can see from the conclusions of Theorems 7.3.4, 7.4.3, 7.5.1 and 7.5.3 that the convergence rate of the algorithms depends on the convergence rate of the sequences \( \{ \beta_{1k} \} \) and \( \{ \beta_{2k} \} \). We notice that Algorithms 7.3.1 and 7.5.2 have the same convergence rate. In this subsection, we make a theoretical comparison for these algorithms. Indeed, at each iteration, Algorithm 7.3.1 updates simultaneously \( \beta_{1k}^2 \) and \( \beta_{2k}^2 \) by using the same value of \( \tau_k \), while Algorithm 7.5.2 updates only one parameter. Therefore, to update both parameters \( \beta_{1k}^2 \) and \( \beta_{2k}^2 \), Algorithm 7.5.2 needs two iterations. We analyze the update rule of \( \tau_k \) in Algorithms 7.3.1 and 7.5.2 to compare the rate of convergence of both algorithms.

Let us define
\[
\xi_1(\tau) := \frac{\tau}{\tau + 1} \quad \text{and} \quad \xi_2(\tau) := \frac{\tau}{2} \left[ \sqrt{\tau^2 + 4} - \tau \right].
\]

The function \( \xi_2 \) can be rewritten as \( \xi_2(\tau) = \frac{\tau}{\sqrt{(\tau/2)^2 + 1 + \tau/2}} \). Therefore, we can easily show that:
\[
\xi_1(\tau) < \xi_2(\tau) < 2 \xi_1(\tau).
\]
If we denote by \( \{\tau_k^{A_1}\}_{k \geq 0} \) and \( \{\tau_k^{A_2}\}_{k \geq 0} \) the two sequences generated by Algorithms 7.3.1 and 7.5.2, respectively then we have \( \tau_k^{A_1} < \tau_k^{A_2} < 2\tau_k^{A_1} \) for all \( k \) provided that \( 2\tau_0^{A_1} \geq \tau_0^{A_2} \). Since Algorithm 7.3.1 updates \( \beta_k^1 \) and \( \beta_k^2 \) simultaneously while Algorithm 7.5.2 updates each of them at each iteration. If we choose \( \tau_0^{A_1} = 0.5 \) and \( \tau_0^{A_2} = 0.5(\sqrt{5} - 1) \) in Algorithms 7.3.1 and 7.5.2, respectively, then, by directly computing the values of \( \tau_k^{A_1} \) and \( \tau_k^{A_2} \), we can see that \( 2\tau_k^{A_1} > \tau_k^{A_2} \) for all \( k \geq 1 \). Consequently, the sequences \( \{\beta_k^1\} \) and \( \{\beta_k^2\} \) in Algorithm 7.3.1 converge to zero faster than in Algorithm 7.5.2. In other words, Algorithm 7.3.1 is faster than Algorithm 7.5.2.

Now, we compare Algorithms 7.3.1-7.5.2 and Algorithm 3.2 in [135] (see also [203]). Note that the smoothness parameter \( \beta_1 \) is fixed in Algorithm 3.2 of [135]. Moreover, this parameter is proportional to the given desired accuracy \( \varepsilon \), i.e. \( \beta_1 := \frac{\varepsilon}{D_X} \), which is often very small. Thus, the Lipschitz constant \( L_d(\beta_1) \) is very large. Consequently, [135, Algorithm 3.2] makes slow progress at the very early iterations. In Algorithms 7.3.1-7.5.2, the parameters \( \beta_1 \) and \( \beta_2 \) are dynamically updated starting from given values. Besides, the cost per iteration of [135, Algorithm 3.2] is higher than Algorithms 7.3.1-7.5.2 since it requires one to perform two primal steps and two dual steps at each iteration.

**Stopping criterion**

In practice, we do not often encounter a problem which reaches the worst-case complexity bound. Therefore, it is necessary to provide a stopping criterion for the implementation of Algorithms 7.3.1-7.7.2 to terminate earlier than using the worst-case bound. In principle, we can use the KKT condition to terminate the algorithms. However, evaluating the global KKT tolerance in a distributed manner is impractical.

In the following implementation, we used the smoothed dual function \( g(\cdot; \beta_1) \) to measure the stopping criterion. It is clear that if \( \beta_1 \) is small then \( g(\cdot; \beta_1) \) is an approximation of the dual function \( g \) due to Lemma 7.1.1. Therefore, we can approximate the duality gap \( \phi(x) - g(y) \) by \( \phi(x) - g(y; \beta_1) \) and use this quantity in the stopping criterion. More precisely, we terminate the algorithms if:

\[
F(\bar{x}^k) := \|Ax^k - b\| / \max\{\|Ax^0 - b\|, 1.0\} \leq \varepsilon_{\text{feas}}, \tag{7.8.1}
\]

and either the approximate duality gap satisfies:

\[
|\phi(\bar{x}^k) - g(\bar{y}^k; \beta_1^k)| \leq \varepsilon_{\text{fun}} \max\{1.0, |g(\bar{y}^k; \beta_1^k)|, |\phi(\bar{x}^k)|\}, \tag{7.8.2}
\]
or the value $\phi(\bar{x}^k)$ does not significantly change in $j_{\text{max}}$ successive iterations, i.e.:

$$|\phi(\bar{x}^k) - \phi(\bar{x}^{k-j})| / \max\{1.0, |\phi(\bar{x}^k)|\} \leq \varepsilon_{\text{obj}} \text{ for } j = 1, \ldots, j_{\text{max}}, \quad (7.8.3)$$

where $\varepsilon_{\text{feas}}, \varepsilon_{\text{fun}}$ and $\varepsilon_{\text{obj}}$ are given tolerances.

According to Lemmas 7.1.1 and 7.1.3, the condition (7.8.2) can be used to ensure the decrease of the duality gap $\phi(\bar{x}^k) - g(\bar{y}^k)$ as $\beta^1_k$ and $\beta^2_k$ are sufficiently small. The condition (7.8.3) is heuristic and may not guarantee the approximate optimality of $(\bar{x}^k, \bar{y}^k)$.

**Remarks on distributed implementation**

We show that Algorithms 7.3.1-7.6.1 proposed in this chapter can be implemented in a distributed manner. First, we note that, in a distributed setting, each component of problem (SepCOP) is formed from a subsystem of the overall distributed system. Each subsystem is connected to its neighbours via communication links. It only communicates to its neighbours and can exchange data with them. This operation is characterized in the coupling matrix $A$ of (SepCOP). We can see from the above algorithms that the primal step corresponding to solving either $M$ primal subproblems (7.1.8) or $M$ convex problems (7.2.13) can be performed in parallel, while the dual step (7.4.3) can be implemented distributively based on the structure of matrix $A$.

Next, we discuss the computation of the following global parameters of the algorithms:

- The parameters $\tau_k$, $\beta^1_k$ and $\beta^2_k$ do not depend on the data of the problems. They can be parallelized by using the same formula and starting from the same value in all subsystems.
- The constant $\bar{L}$ is evaluated once at the initial phase and then it is sent to all subsystems.
- The Lipschitz constant $L^i_{\psi}(\beta_2)$ can be chosen as $L^i_{\psi}(\beta_2) := \frac{M\|A_i\|_2}{\beta_2}$ which can be computed in parallel.
- We can use the lower bound $\alpha^*$ instead of the factor $\alpha_k$ in Algorithms 7.4.1 and 7.5.1. This constant is given a priori.

Finally, we note that, for each $i \in \{1, \ldots, M\}$, the cost of solving the primal subproblem $i$ depends on the complexity of the objective function $\phi_i$ and
the local constraint set $X_i$. We need to analyze the complexity of solving this problem in order to trade-off the computational time in the nodes of the distributed computing system as mentioned in Section 6.4 of Chapter 6.

### 7.9 Numerical tests

In this section, we test the algorithms presented in the previous sections for solving four numerical examples. The first example is a nonsmooth separable convex optimization problem which appears in resource allocation [109]. The second and the third ones are academic examples for separable quadratic programming and nonlinear convex programming, respectively. The last example is an application to DSL dynamic spectrum management [202, 203].

### Implementation details

The algorithms developed in the previous sections have been implemented in C++ running on a 16 cores Intel® Xeon® 2.7GHz workstation with 12 GB of RAM. The algorithms were parallelized by using OpenMP. In order to solve general convex primal subproblems in these algorithms, we have used two different solvers:

- **Cplex** – a commercial software for (integer) linear/quadratic programing with academic license free [104];
- **IpOpt** – an open source software package based on interior point methods for nonlinear optimization [210];

The accuracy level of these solvers is fixed at $10^{-8}$. Moreover, we warm-started the Cplex and IpOpt solvers at the iteration $k$ at the point given by the previous iteration $k - 1$ for $k \geq 1$. We compared our algorithms with the following algorithms in certain numerical examples:

- The proximal center based decomposition algorithm proposed in [135], which we abbreviated by PCBDM.
- An exact variant of the proximal based decomposition algorithm (EPBDM) proposed in [39].
- A parallel variant of the alternating direction method of multipliers considered in [123] which we named ADMM. In this algorithm, we used...
three different strategies to update the penalty parameter. In the first strategy, we fixed the penalty parameter at $10^3$, while in the second and the third versions, we updated the penalty parameter $\rho_k$ by using a strategy proposed in [96] which started from $\rho_0 = 1$ and $\rho_0 = 10^3$, respectively. We denoted these variants by ADMM-v3, ADMM-v1 and ADMM-v2, respectively.

We chose the quadratic prox-function $p_{X_i}(x_i) := \frac{1}{2} \| x_i - x_i^c \|^2 + r_i$ in the first four algorithms, i.e. Algorithms 7.3.1-7.5.2, where $x_i^c \in \mathbb{R}^{n_i}$ and $r_i = 0.75D_{X_i}$ are given, for $i = 1, \ldots, M$.

The parameter $\beta_1$ in the primal subproblems of PCBDM was fixed at $\beta_1 := \frac{\epsilon_{\text{fun}} \max \{1.0, |\phi(\bar{x}^0)|\}}{D_X}$. For EPBDM, we used an exact variant of [39, Algorithm 1], where we chose the proximity parameter as follows. First, we chose $\varepsilon := 0.5 \min \left\{ \frac{1}{3}, \frac{1}{2\|A\|+1} \right\}$ and then set $\tilde{\beta}_1 := \left[ \min \left\{ \frac{1-\varepsilon_c}{2}, \frac{1-\varepsilon_c}{\|A\|} \right\} \right]^{-1}$ and $\beta_1 := \varepsilon_{\text{c}}^{-1}$. Finally, we selected $\beta_1 = 0.5(\tilde{\beta}_1 + \beta_1)$.

We terminated Algorithms 7.3.1-7.5.2 by using the conditions in Section 7.8, where $\varepsilon_{\text{feas}} = \varepsilon_{\text{fun}} = \varepsilon_{\text{obj}} = 10^{-3}$ and $j_{\text{max}} = 5$. We terminated all the remaining algorithms if both conditions (7.8.1) and (7.8.3) were satisfied. The maximum number of iterations $\text{maxiter}$ was set to 5000 in all algorithms. We declared that a problem could not be solved if CPlex or IpOpt failed or the maximum number of iterations $\text{maxiter}$ is reached. We named Algorithms 7.3.1-7.5.2 by A.7.3.1-A.7.5.2, respectively, for short.

**Non-smooth separable convex optimization**

Let us consider the following simple non-smooth convex optimization problem:

$$
\begin{align*}
\text{min} & \quad \phi(x) := \sum_{i=1}^{n} i \left| x_i - x_i^a \right| , \\
\text{s.t.} & \quad \sum_{i=1}^{n} x_i = b, \quad x_i \in X_i, \quad i = 1, \ldots, n,
\end{align*}
$$

(7.9.1)

where $b, x_i^a \in \mathbb{R}$ are given $(i = 1, \ldots, n)$. Let us assume that $x_i \in X_i := [l_i, u_i]$ a given interval in $\mathbb{R}$. Then, this problem can be formulated in the form of (SepCOP) with $M = n$. Since the Lagrange function $L(x, y) = \sum_{i=1}^{n} [i \left| x_i - x_i^a \right| + y(x_i - b/n)]$ is non-smooth, where $y \in \mathbb{R}$ is a Lagrange multiplier, we choose $p_{X_i}(x_i) := \frac{1}{2} \left| x_i - x_i^c \right|^2 + 0.75D_{X_i}$ such that the primal subproblem (7.1.6) can be written as:

$$
\begin{align*}
g_i(y; \beta_1) := \min & \quad \left\{ i \left| x_i - x_i^a \right| + y(x_i - b/n) + \beta_1 \frac{1}{2} \left| x_i - x_i^c \right|^2 + 0.75D_{X_i} \right\} ,
\end{align*}
$$

(7.9.2)

where $\beta_1 > 0$. Now, we assume that we can choose the interval $[l_i, u_i]$ sufficiently large such that the constraint $x_i \in [l_i, u_i]$ is inactive. Then the solution of
problem (7.9.2) can be computed explicitly as: 
\[ x_i^*(y; \beta_1) := V_i(x_i^0, x_i^c, y, \beta_1, i) := \begin{cases} 
  x_i^c - \beta_1^{-1}(\gamma+y) & \text{if } x_i^c - \beta_1^{-1}(\gamma+y) > x_i^a, \\
  x_i^c + \beta_1^{-1}(\gamma-y) & \text{if } x_i^c + \beta_1^{-1}(\gamma-y) < x_i^a, \\
  x_i^a & \text{if } y + \beta_1(x_i^a - x_i^c) \in [-\gamma, \gamma]. 
\end{cases} \] (7.9.3)

In this example, we tested five algorithms: Algorithm 7.3.1, Algorithm 7.4.1, Algorithm 7.5.1, Algorithm 7.5.2 and PCBDM for 10 problems with the size varying from \( n = 5 \) to \( n = 100,000 \). Note that if we reformulate (7.9.1) as a linear programming problem (LP) by introducing slack variables then the resulting LP problem has \( 2n \) variables and \( 2n + 1 \) inequality constraints.

The data of these tests were created as follows. The value \( c \) was set to \( b = 2n \), 
\[ x^a := (x^a_1, \ldots, x^a_n)^T, \] where \( x^a_i := i - n/2 \). The maximum number of iterations \( \text{maxiter} \) was increased to 10,000 instead of 5,000. The performance of the five algorithms is reported in Table 7.1. Here, \( \text{iters} \) is the number of iterations and \( \text{time} \) is the CPU time in seconds.

As we can see from Table 7.1, Algorithm 7.4.1 is the best in terms of number of iterations and computational time. Algorithm 7.5.1 works better than Algorithm 7.5.2. The first four algorithms have consistently outperformed PCBDM in terms of number of iterations as well as computational time in this example.

### Table 7.1: Performance comparison of five algorithms for solving (7.9.1)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>( \text{iters} )</th>
<th>( \text{time} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A.7.3.1</td>
<td>226</td>
<td>0.0143</td>
</tr>
<tr>
<td>A.7.4.1</td>
<td>1216</td>
<td>0.0592</td>
</tr>
<tr>
<td>A.7.5.1</td>
<td>452</td>
<td>0.0244</td>
</tr>
<tr>
<td>A.7.5.2</td>
<td>612</td>
<td>0.0316</td>
</tr>
<tr>
<td>PCBDM</td>
<td>62</td>
<td>0.0027</td>
</tr>
</tbody>
</table>

\( \text{iters} \) is the number of iterations and \( \text{time} \) is the CPU time in seconds.

### Separable convex quadratic programming

We consider the following separable convex quadratic programming problem:
\[
\begin{align*}
\min_{x \in \mathbb{R}^n} \quad & \phi(x) := \sum_{i=1}^{M} \frac{1}{2} x_i^T Q_i x_i + q_i^T x_i, \\
\text{s.t.} \quad & \sum_{i=1}^{M} A_i x_i = b, \\
& x_i \geq 0, \ i = 0, \ldots, M.
\end{align*}
\] (7.9.4)
Here $Q_i \in \mathbb{R}^{n_i \times n_i}$ is a symmetric positive semidefinite matrix, $q_i \in \mathbb{R}^{n_i}$, $A_i \in \mathbb{R}^{m \times n_x}$ for $i = 1, \ldots, M$ and $b \in \mathbb{R}^m$. In this example, we compared the above algorithms by building their performance profiles in terms of number of iterations and the total of computational time, see Section 6.5 of Chapter 6.

**Problem generation.** The input data of the tested collection was generated as follows:

- Matrix $Q_i := R_i R_i^T$, where $R_i$ is an $n_i \times r_i$ random matrix in $[l_Q, u_Q]$ with $r_i := [n_i/2]$.
- Matrix $A_i$ was generated randomly in $[l_A, u_A]$.
- Vector $q_i := -Q_i x_i^0$, where $x_i^0$ is a given feasible point in $(0, r x_0)$ and vector $b := \sum_{i=1}^M A_i x_i^0$.
- The density of both matrices $A_i$ and $R_i$ is $\gamma_A$.

Note that the problems generated as above are always feasible. Moreover, they are not strongly convex. The tested collection consisted of $n_p = 50$ problems with different sizes and the sizes were generated randomly as follows:

- **Class 1:** 20 problems with $20 < M < 100$, $50 < m < 500$, $5 < n_i < 100$ and $\gamma_A = 0.5$.
- **Class 2:** 20 problems with $100 < M < 1000$, $100 < m < 600$, $10 < n_i < 50$ and $\gamma_A = 0.1$.
- **Class 3:** 10 problems with $1000 < M < 2000$, $500 < m < 1000$, $100 < n_i < 200$ and $\gamma_A = 0.05$.

**Scenarios.** We considered two different scenarios:

- **Scenario I:** In this scenario, we aimed at comparing Algorithms 7.3.1-7.5.2, ADMM-v1 and EPBDM, where we generated the values of $Q$ relatively small. More precisely, we chose $[l_Q, u_Q] = [-0.1, 0.1]$, $[l_A, u_A] = [-1, 1]$ and $r x_0 = 2$.

- **Scenario II:** The second scenario aimed at testing the affect of matrix $A$ and the update rule of the penalty parameter to the performance of ADMM. We chose $[l_Q, u_Q] = [-1, 1]$, $[l_A, u_A] = [-5, 5]$ and $r x_0 = 5$.

**Results.** In the first scenario, the size of the problems satisfied $23 \leq M \leq 1992$, $95 \leq m \leq 991$ and $1111 \leq n \leq 297818$. The performance profiles of the six algorithms are plotted in Figure 7.1 with respect to the number of iterations and computational time.
From these performance profiles, we can observe that Algorithms 7.3.1-7.5.2 converged for all problems. ADMM-v1 was successful in solving $36/50$ ($72.00\%$) problems while EPBDM could only solve $9/50$ ($18.00\%$) problems. It shows that Algorithm 7.4.1 is the best in terms of number of iterations. It could solve up to $38/50$ ($76.00\%$) problems with the best performance. ADMM-v1 solved $10/50$ ($20.00\%$) problems with the best performance, while this ratio was only $2/50$ ($4.00\%$) and $1/50$ ($2.00\%$) in Algorithm 7.5.2 and Algorithm 7.5.1, respectively. If we compare the computational time then Algorithm 7.4.1 is the best. It could solve up to $43/50$ ($86.00\%$) problems with the best performance. ADMM-v1 solved $7/50$ ($14.00\%$) problems with the best performance.

Since the performance of Algorithms 7.3.1-7.5.2 and ADMM are relatively comparable, we tested Algorithms 7.3.1-7.5.2, ADMM-v1, ADMM-v2 and ADMM-v3 on a collection of $n_p = 50$ problems in the second scenario. The performance profiles of these algorithms are shown in Figure 7.2.
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**Figure 7.1:** Performance profiles in log$_2$ scale for Scenario I by using IpOpt: Left-Number of iterations, Right-Computational time.

![Figure 7.2](image2)

**Figure 7.2:** Performance profiles in log$_2$ scale for Scenario II by using Cplex with Simplex method: Left-Number of iterations, Right-Computational time.
From these performance profiles we can observe the following. First, the six first algorithms were successful in solving all problems, while ADMM-v3 could only solve 16/50 (32%) problems. Second, Algorithm 7.4.1 and ADMM-v1 is the best in terms of number of iterations. It both solved 18/50 (36%) problems with the best performance. This ratio is 17/50 (34%) in ADMM-v2. Third, Algorithm 7.4.1 is the best in terms of computational time. It could solve 48/50 (96%) the problems with the best performance, while this number is 2/50 (4%) in ADMM-v2.

**Nonlinear smooth separable convex programming**

We consider the following nonlinear, smooth and separable convex programming problem:

\[
\begin{align*}
\min_{x_i \in \mathbb{R}^{n_i}} & \left\{ \phi(x) := \sum_{i=1}^{M} \frac{1}{2} (x_i - x_i^0) Q_i (x_i - x_i^0) - w_i \ln(1 + b_i^T x_i) \right\}, \\
\text{s.t.} & \quad \sum_{i=1}^{M} A_i x_i = b, \quad x_i \succeq 0, \quad i = 1, \ldots, M.
\end{align*}
\]

(7.9.5)

Here, $Q_i$ is a positive semidefinite and $x_i^0$ is given vector, $i = 1, \ldots, M$.

**Problem generation.** In this example, we generated a collection of $n_p = 50$ test problems based on the following steps:

- Matrix $Q_i$ is diagonal and was generated randomly in $[l_Q, u_Q]$.
- Matrix $A_i$ was generated randomly in $[l_A, u_A]$ with the density $\gamma_A$.
- Vectors $b_i$ and $w_i$ were generated randomly in $[l_b, u_b]$ and $[0, 1]$, respectively, such that $w_i \geq 0$ and $\sum_{i=1}^{M} w_i = 1$.
- Vector $b := \sum_{i=1}^{M} A_i x_i^0$ for a given $x_i^0$ in $[0, r_{x_0}]$.

The size of the problems was generated randomly based on the following rules:

- **Class 1:** 10 problems with $20 < M < 50$, $50 < m < 100$, $10 < n_i < 50$ and $\gamma_A = 1.0$.
- **Class 2:** 10 problems with $50 < M < 250$, $100 < m < 200$, $20 < n_i < 50$ and $\gamma_A = 0.5$.
- **Class 3:** 10 problems with $250 < M < 1000$, $100 < m < 500$, $50 < n_i < 100$ and $\gamma_A = 0.1$. 
• **Class 4:** 10 problems with $1000 < M < 5000$, $500 < m < 1000$, $50 < n_i < 100$ and $\gamma_A = 0.05$.

• **Class 5:** 10 problems with $5000 < M < 10000$, $500 < m < 1000$, $50 < n_i < 100$ and $\gamma_A = 0.01$.

Figure 7.3: Performance profiles on Scenario II in $\log_2$ scale by using IpOpt: Left-Number of iterations, Right-Computational time.

Figure 7.4: Performance profiles in $\log_2$ scale for Scenario I by using IpOpt: Left-Number of iterations, Right-Computational time.

**Scenarios.** We also considered two different scenarios as in the previous example:

**Scenario I:** Similar to the previous example, with this scenario, we aimed at comparing Algorithms 7.3.1-7.5.2, ADMM-v1, PCBDM and EPBDM. In this scenario, we chose: $[l_Q, u_Q] \equiv [-0.01, 0.01]$, $[l_b, u_b] \equiv [0, 100]$, $[l_A, u_A] \equiv [-1, 1]$ and $r_{x_0} = 1$.

**Scenario II:** In this scenario, we only tested first two variants of ADMM and compared them with the first four algorithms. Here, we chose $[l_Q, u_Q] \equiv [0.0, 0.0]$ (i.e. without quadratic term), $[l_b, u_b] \equiv [0, 100]$, $[l_A, u_A] \equiv [-1, 1]$ and $r_{x_0} = 10$. 
Results. For Scenario I, we see that the size of the problems is in $20 \leq M \leq 9938$, $50 \leq m \leq 999$ and $695 \leq n \leq 741646$. The performance profiles of the algorithms are plotted in Figure 7.3. The results on this collection show that Algorithm 7.4.1 is the best in terms of number of iterations. It could solve up to $41/50$ ($82\%$) problems with the best performance, while ADMM-v1 solved $10/50$ ($20\%$) problems with the best performance. Algorithm 7.4.1 is also the best in terms of computational time. It could solve $50/50$ ($100\%$) problems with the best performance. PCBDM was very slow compared to the rest in this scenario.

For Scenario II, the size of the problems was varying in $20 \leq M \leq 9200$, $50 \leq m \leq 946$ and $695 \leq n \leq 684468$. The performance profiles of the tested algorithms are plotted in Figure 7.4. We can see from these performance profiles that Algorithm 7.4.1 is the best in terms of number of iterations. It could solve up to $30/50$ ($60\%$) problems with the best performance, while this number were $3/50$ ($6\%$) and $20/50$ ($40\%$) problems in Algorithm 7.3.1 and ADMM-v1, respectively. Algorithm 7.4.1 was also the best in terms of computational time. It solved all problems with the best performance. ADMM-v2 was slow compared to the rest in this scenario.

DSL dynamic spectrum management optimization

Finally, we applied Algorithm 7.6.1 to solve a separable convex programming problem arising in DSL dynamic spectrum management. This problem is a convex relaxation of the original DSL dynamic spectrum management formulation considered in [202]. The objective function of this problem is given by:

$$
\phi(x) := \sum_{i=1}^{M} \phi_i(x_i), \quad \text{where} \quad \phi_i(x_i) := a_i^T x_i - \sum_{j=1}^{n_i} c_i^j \ln \left( \sum_{l=1}^{n_i} p_{il}^j x_i^l + q_{il}^j \right). \quad (7.9.6)
$$

Here, $a_i \in \mathbb{R}^{n_i}$, $c_i \in \mathbb{R}_{+}^{n_i}$ and $P_i := (p_{i}^{jk}) \in \mathbb{R}_{+}^{n_i \times n_i}$, $(i = 1, \cdots, M)$. As described in [203] the variable $x_i$ refers to as a transmit power spectral density, $n_i = N$ for all $i = 1, \cdots, M$ is the number of users, $M$ is the number of frequency tones which is usually large and $\phi_i$ is a convex approximation of a desired BER function\(^1\), the coding gain and noise margin. A detailed model and parameter descriptions of this problem can be found in [202, 203].

Since the function $\phi$ is convex (but not strongly convex), we added a regularization term $\frac{\beta_1}{2} \| x - x^c \|^2$ to the objective of the original problem, where $\beta_1 > 0$ is relatively small and $x^c$ is the prox-center of $X$. The objective function

---

\(^1\)Bit Error Rate function
\[ \tilde{\phi}(x) := \phi(x) + \frac{\beta_1}{2} \|x - x^\ast\|^2 \] of the resulting problem is strongly convex with a convexity parameter \( \beta_1 \). Moreover, we have \( |\tilde{\phi}(x) - \phi(x)| \leq \beta_1 D_X \) for all \( x \in X \), where \( D_X \) is defined by (7.1.5). Therefore, if we apply Algorithm 7.6.1 to find a vector \( \tilde{x}^k \) as an \( \varepsilon \) approximate solution of the resulting problem then \( \tilde{x}^k \) is also an \( \varepsilon + \beta_1 D_X \) approximate solution of the original problem. In our problem, \( D_X \) is proportional to \( 10^{-6} \) and the magnitudes of the objective function are proportional to \( 10^3 \). In order to get the relative accuracy \( O(10^{-3}) \) we chose \( \beta_1 \) between \([10^5, 10^6]\). The resulting problem is indeed in the form of (SepCOP) with a strongly convex objective function.

We tested Algorithm 7.6.1 for solving the above resulting problem with different 9 scenarios and compared the results with ADMM-v3, PCBDM and EPBDM. The parameters of the problems were selected as in [202, 203]. In this example, we observed that ADMM-v3 was the most suitable of the three ADMM variants. We also note that the problem possesses coupling inequality constraints. In ADMM we added a slack variable \( x_{M+1} \) to transform it into a problem with equality coupling constraints.

The numerical results of the four algorithms are reported in Table 7.2 for the 9 different scenarios.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>scen</th>
<th>size</th>
<th>n_vars</th>
<th>iter</th>
<th>cpu_time [s]</th>
<th>obj_value</th>
<th>rel_fgap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 7.6.1</td>
<td>P13</td>
<td>[477, 12]</td>
<td>5724</td>
<td>36</td>
<td>0.294</td>
<td>3565.508</td>
<td>6.150 \times 10^{-4}</td>
</tr>
<tr>
<td>ADMM-v3</td>
<td></td>
<td></td>
<td></td>
<td>284</td>
<td>1.968</td>
<td>3560.602</td>
<td>9.430 \times 10^{-4}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>309</td>
<td>1.957</td>
<td>3567.030</td>
<td>9.540 \times 10^{-4}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>326</td>
<td>2.084</td>
<td>3566.794</td>
<td>9.610 \times 10^{-4}</td>
</tr>
<tr>
<td>PCBDM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPBDM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithm 7.6.1</td>
<td>P23</td>
<td>[477, 12]</td>
<td>5724</td>
<td>31</td>
<td>0.216</td>
<td>3787.826</td>
<td>9.600 \times 10^{-4}</td>
</tr>
<tr>
<td>ADMM-v3</td>
<td></td>
<td></td>
<td></td>
<td>239</td>
<td>1.608</td>
<td>3784.410</td>
<td>8.650 \times 10^{-4}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>335</td>
<td>2.186</td>
<td>3787.604</td>
<td>9.620 \times 10^{-4}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>409</td>
<td>2.705</td>
<td>3787.303</td>
<td>9.680 \times 10^{-4}</td>
</tr>
<tr>
<td>PCBDM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPBDM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithm 7.6.1</td>
<td>P33</td>
<td>[477, 12]</td>
<td>5724</td>
<td>35</td>
<td>0.233</td>
<td>3340.921</td>
<td>7.520 \times 10^{-4}</td>
</tr>
<tr>
<td>ADMM-v3</td>
<td></td>
<td></td>
<td></td>
<td>299</td>
<td>1.968</td>
<td>3329.525</td>
<td>7.760 \times 10^{-4}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>337</td>
<td>2.211</td>
<td>3341.863</td>
<td>9.640 \times 10^{-4}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>370</td>
<td>2.734</td>
<td>3341.517</td>
<td>9.640 \times 10^{-4}</td>
</tr>
<tr>
<td>PCBDM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPBDM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithm 7.6.1</td>
<td>P43</td>
<td>[477, 12]</td>
<td>5724</td>
<td>30</td>
<td>0.248</td>
<td>3884.034</td>
<td>7.120 \times 10^{-4}</td>
</tr>
<tr>
<td>ADMM-v3</td>
<td></td>
<td></td>
<td></td>
<td>173</td>
<td>1.243</td>
<td>3883.697</td>
<td>9.840 \times 10^{-4}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>276</td>
<td>1.896</td>
<td>3884.884</td>
<td>9.740 \times 10^{-4}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>347</td>
<td>2.226</td>
<td>3884.103</td>
<td>9.670 \times 10^{-4}</td>
</tr>
<tr>
<td>PCBDM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPBDM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithm 7.6.1</td>
<td>P53</td>
<td>[1147, 6]</td>
<td>6882</td>
<td>179</td>
<td>1.559</td>
<td>3397.298</td>
<td>9.420 \times 10^{-4}</td>
</tr>
<tr>
<td>ADMM-v3</td>
<td></td>
<td></td>
<td></td>
<td>806</td>
<td>6.769</td>
<td>3353.029</td>
<td>6.530 \times 10^{-4}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3103</td>
<td>24.479</td>
<td>3399.864</td>
<td>9.960 \times 10^{-4}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1242</td>
<td>11.893</td>
<td>3399.040</td>
<td>9.960 \times 10^{-4}</td>
</tr>
<tr>
<td>PCBDM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPBDM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithm 7.6.1</td>
<td>P63</td>
<td>[224, 7]</td>
<td>1568</td>
<td>33</td>
<td>0.089</td>
<td>873.976</td>
<td>0.160 \times 10^{-4}</td>
</tr>
<tr>
<td>ADMM-v3</td>
<td></td>
<td></td>
<td></td>
<td>47</td>
<td>0.998</td>
<td>875.427</td>
<td>5.060 \times 10^{-4}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>186</td>
<td>0.363</td>
<td>876.572</td>
<td>8.990 \times 10^{-4}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>166</td>
<td>0.324</td>
<td>876.631</td>
<td>9.190 \times 10^{-4}</td>
</tr>
<tr>
<td>PCBDM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPBDM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithm 7.6.1</td>
<td>P73</td>
<td>[224, 7]</td>
<td>1568</td>
<td>20</td>
<td>0.044</td>
<td>1039.686</td>
<td>5.110 \times 10^{-4}</td>
</tr>
<tr>
<td>ADMM-v3</td>
<td></td>
<td></td>
<td></td>
<td>122</td>
<td>0.241</td>
<td>1037.106</td>
<td>4.840 \times 10^{-4}</td>
</tr>
</tbody>
</table>
Here, scen indicates the scenarios; size and n_vars are the size of the problem (number of tones and number of users) and the number of variables, respectively; iter and cpu_time are the number of iterations and the CPU time in seconds, respectively; obj_value and rel_fgap are the objective value and relative feasibility gaps, respectively. As we can see from Table 7.2, Algorithm 7.6.1 shows the best performance both in terms of number of iterations and computational time in all the scenarios of this example.

### 7.10 Conclusion

In this chapter we have developed two new decomposition algorithms for solving separable convex optimization problems based on three techniques, namely dual decomposition, excessive gap and smoothing via prox-functions. We have analyzed the convergence of these algorithms and established their convergence rate. Both algorithms have been modified to obtain different variants including methods for the strongly convex case and the inexact case. The algorithms have been verified through several numerical examples and also compared with many other methods in the literature. The convergence rate of the proposed algorithms is $O(1/k)$, where $k$ is the iteration counter, and thus they can be classified as the optimal first-order methods in the framework of dual decomposition (in the sense of Nesterov [143]). One main advantage of these algorithms is that they can update automatically the algorithmic parameters without any tuning strategy. Moreover, they can be implemented in a parallel or distributed manner.
Chapter 8

Path-following gradient decomposition algorithms

In the previous chapter, we have studied a class of first order methods by making use of a smoothing technique via prox-functions. However, prox-functions depend on the geometry of the feasible set of the problem. Besides, the primal subproblems in the proposed algorithms are still general convex programs. In this chapter, we study a smoothing technique via self-concordant barrier functions [132, 134, 139, 172, 218] and propose gradient-type decomposition algorithms for solving separable convex optimization problems. This approach has two advantages. First, the worst-case complexity bound only depends on the parameter of the barrier functions rather than the geometry of the feasible set. Second, the primal subproblems can be solved via a system of generalized equations instead of general convex programs as in the previous chapter.

Contribution of Chapter 8. The contribution of this chapter is as follows:

a) By applying smoothing techniques via self-concordant barrier functions to the primal problem, we prove some new estimates between the original dual function and the smoothed dual function. We also show other properties of the smoothed dual function which will be used to design the algorithms.

b) We propose a new path-following gradient-based decomposition algorithm, Algorithm 8.2.1, for solving the dual problem and prove its convergence. We also estimate the local convergence rate of this algorithm.
c) Then we adapt Algorithm 8.2.1 by using the framework of fast gradient methods to obtain a new variant, Algorithm 8.3.1, which possesses a better worst-case complexity bound, which is $O\left(\frac{2\hat{c}_A r_0^2}{\varepsilon}\right)$, where $\varepsilon$ is a given accuracy, $\hat{c}_A$ is a constant related to a local norm of matrix $A$ and $r_0$ is the distance from the initial point to a solution. Both algorithms can be implemented in a parallel manner.

Let us emphasize the following points that relate to the contribution of this chapter. First, the estimates between the original dual function and the smoothed dual function have not been studied yet in [132, 134, 139, 172, 218]. Second, our methods also work with nonsmooth convex optimization problems and general local convex constraints which are not necessarily endowed with a self-concordant barrier, see Section 8.4 and Remark 8.1.1. Third, the worst-case complexity in most cases depends polynomially (of maximum order 2) on the dimension of the problems and, particularly, on the number of components, see e.g. Remark 8.2.3. Finally, we can solve the primal subproblem by transforming it into a generalized equation. The last problem can be solved, e.g. by means of Newton-type methods [29].

**Outline of Chapter 8.** This chapter consists of the following sections. In the next section, we present a smoothing technique via self-concordant barrier functions and provide a local estimate and global estimates between the original dual function and the smoothed dual function. Section 8.2 presents a path-following gradient-based algorithm for solving the smoothed dual problem. The convergence of this algorithm is investigated and the local convergence rate is estimated. Sections 8.3 deals with a fast gradient scheme of the dual decomposition and proves its worst-case complexity bound. Section 8.4 presents numerical examples. We end this chapter with some conclusion.

### 8.1 Smoothing via self-concordant barrier functions

For our presentation convenience, we prefer to consider in this section the maximization problem $(\text{SepCOP}_{\text{max}})$ instead of the minimization problem $(\text{SepCOP})$. Let us recall this problem here for further reference:

$$
\phi^* := \max_{x \in \mathbb{R}^n} \begin{cases} 
\phi(x) := \sum_{i=1}^{M} \phi_i(x_i) \\
\text{s.t.} \\
\sum_{i=1}^{M} (A_i x_i - b_i) = 0, \\
x_i \in X_i, \ i = 1, \cdots, M.
\end{cases}
$$

$(\text{SepCOP}_{\text{max}})$
Here, $\phi_i, A_i, b_i$ and $X_i$ are defined as before for $i = 1, \cdots, M$. The corresponding dual problem is defined as:

$$g^* := \min_{y \in \mathbb{R}^m} g(y), \quad (8.1.1)$$

where the dual function $g$ is defined by:

$$g(y) := \max_{x \in \mathbb{R}^n} \left\{ \sum_{i=1}^M [\phi_i(x_i) + (A_i x_i - b_i)^T y] \mid x_i \in X_i, i = 1, \cdots, M \right\}. \quad (8.1.2)$$

### Self-concordant functions and self-concordant barriers

In this subsection, we recall some definitions and properties of self-concordant functions and self-concordant barriers along the lines of [143, 147].

Let us consider a closed convex function $f \in C^3(\text{dom}(f))$ with open domain. Let us fix some $x \in \text{dom}(f)$ and a direction $u \in \mathbb{R}^n$ and consider the function $\phi(x; t) := f(x + tu)$ as a function of variable $t \in \text{dom}(\phi(x; \cdot)) \subseteq \mathbb{R}$. We denote by:

$$Df(x)[u] := \phi'(x; t) = \nabla f(x)^T u,$$

$$D^2f(x)[u, u] := \phi''(x; t) = u^T \nabla^2 f(x) u = \|u\|_{\nabla^2 f(x)}^2,$$

$$D^3f(x)[u, u, u] := \phi'''(x; t) = (D^3f(x)[u] u)^T u.$$

**Definition 8.1.1.** We call the function $f$ self-concordant if there exists a constant $\kappa_f \geq 0$ such that:

$$D^3f(x)[u, u, u] \leq \kappa_f \|u\|_{\nabla^2 f(x)}^{3/2}, \quad \forall x \in \text{dom}(f), \ u \in \mathbb{R}^n.$$

We call $f$ a standard self-concordant function if $f$ is self-concordant with $\kappa_f = 2$. Let $F$ be a standard self-concordant function. We call it $\nu$-self-concordant barrier for the set $\text{Dom}(F)$ if:

$$\sup_{u \in \mathbb{R}^n} [2\nabla F(x)^T u - u^T \nabla^2 F(x) u] \leq \nu,$$

for all $x \in \text{dom}(F)$, where $\text{Dom}(F) := \overline{\text{dom}(F)}$. The value $\nu$ is called the parameter of the barrier $F$.

For a given standard self-concordant function $f$ and for a fixed $x \in \text{dom}(f)$, we define the local norm $\|\cdot\|_x$ and its dual norm as:

$$\|u\|_x := [u^T \nabla^2 f(x) u]^{1/2}, \quad \|u\|_x^* := \sup_{\|v\|_x \leq 1} u^T v = [u^T \nabla^2 f(x)^{-1} u]^{1/2}, \quad (8.1.3)$$
for any vector $u \in \mathbb{R}^n$. We also recall two functions $\omega : \mathbb{R}_+ \to \mathbb{R}_+$ as $\omega(t) := t - \ln(1 + t)$ and $\omega^* : [0, 1) \to \mathbb{R}_+$ as $\omega^*(t) := -t - \ln(1 - t)$. These functions are convex, nonnegative and nondecreasing as illustrated in Figure 8.1.

![Figure 8.1: The appearance of the functions $\omega$ and $\omega^*$](image)

Let us assume that the feasible set $X_i$ possesses a $\nu_i$-self-concordant barrier $F_i$ for $i = 1, \cdots, M$. More precisely, we make the following assumption:

**Assumption A.8.1.10.** For each $i \in \{1, \cdots, M\}$, the feasible set $X_i$ of (SepCOP$_{\text{max}}$) is bounded in $\mathbb{R}^{n_i}$ with $\text{int}(X_i) \neq \emptyset$ and possesses a self-concordant barrier $F_i$ with a parameter $\nu_i > 0$.

Note that if $X_i$ is polyhedral, ellipsoidal or formed by a set of linear matrix inequalities (LMIs) and does not contain any straight line (the infinite line) then Assumption A.8.1.10 is satisfied. Moreover, the assumption on the boundedness of $X_i$ is not restrictive as explained in Remark 7.1.1.

**Remark 8.1.1.** The theory developed in this paper can be easily extended to the case $X_i$ given as follows:

$$X_i := X_i^c \cap X_i^a, \quad X_i^a := \{x_i \in \mathbb{R}^{n_i} \mid D_i x_i = d_i\},$$

(8.1.4)

by applying standard linear algebra routines, where the set $X_i^c$ has nonempty interior and is endowed with a $\nu_i$-self-concordant barrier $F_i$ for $i \in \{1, \cdots, M\}$. If, for some $i \in \{1, \cdots, M\}$, $X_i := X_i^c \cap X_i^g$, where $X_i^g$ is a general convex set, then we can remove $X_i^g$ from the set of constraints by adding the indicator function $\delta_{X_i^g}(\cdot)$ of this set to the objective function component $\phi_i$, i.e. $\hat{\phi}_i := \phi_i + \delta_{X_i^g}$.

Let us denote by $x_i^c$ the analytic center of $X_i$, which is defined as:

$$x_i^c := \arg\min \{F_i(x_i) \mid x_i \in \text{int}(X_i)\}, \quad i = 1, \cdots, M.$$
Under Assumption A.8.1.10, $x^c := (x^c_1, \ldots, x^c_M)$ is well-defined due to [160, Corollary 2.3.6]. To compute $x^c$, one can apply the algorithms proposed in [143, pp. 204–205]. Moreover, the following estimates hold:

$$F_i(x_i) - F_i(x^c_i) \geq \omega(\|x_i - x^c_i\|_{x^c_i}) \quad \text{and} \quad \|x_i - x^c_i\|_{x^c_i} \leq \nu_i + 2\sqrt{\nu}, \quad (8.1.5)$$

for all $x_i \in \text{dom}(F_i)$ and $i = 1, \cdots, M$, see [143, Theorems 4.1.13 and 4.2.6]. Without loss of generality, we can assume that $F_i(x^c_i) = 0$. Otherwise, we can shift $F_i$ by $\tilde{F}_i(\cdot) := F_i(\cdot) - F_i(x^c_i)$ for $i = 1, \cdots, M$.

### Smooth approximation of the dual function

Let us define the following function:

$$g(y; t) := \sum_{i=1}^{M} g_i(y; t), \quad (8.1.6)$$

where

$$g_i(y; t) := \max_{x_i \in \text{int}(X_i)} \{ \phi_i(x_i) + y^T(A_i x_i - b_i) - t F_i(x_i) \}, \ i = 1, \cdots, M, \quad (8.1.7)$$

where $t > 0$ is referred to as a smoothness parameter or penalty parameter. Similar to [114, 136, 172, 218], we can show that $g(\cdot; t)$ is well-defined and smooth due to strict convexity of $F_i$. We denote by $x^*_i(y; t)$ the unique solution of the maximization problem in (8.1.7) and $x^*(y; t) = (x^*_1(y; t), \ldots, x^*_M(y; t))$. We refer to $g(\cdot; t)$ as a smoothed dual function of the original dual function $g(\cdot)$ defined by (8.1.2) and to the maximization problem in (8.1.7) as primal subproblem. The optimality condition for the primal subproblem (8.1.7) is:

$$0 \in \partial \phi_i(x^*_i(y; t)) + A_i^T y - t \nabla F_i(x^*_i(y; t)); \ i = 1, \cdots, M \quad (8.1.8)$$

where $\partial \phi_i(x^*_i(y; t))$ is the super-differential of $\phi_i$ at $x^*_i(y; t)$. Since problem (8.1.7) is unconstrained and convex, this condition is necessary and sufficient. Moreover, the condition (8.1.8) is in fact a system of generalized equations. When $\phi_i$ is differentiable for $i = 1, \cdots, M$, it reduces to a system of nonlinear equations.

Associated with $g(\cdot; t)$, we consider the following smoothed dual problem (or master problem):

$$g^*(t) := \min_{y \in Y} g(y; t). \quad (8.1.9)$$

We denote by $y^*(t)$ a solution of (8.1.9) if it exists and by $x^*(t) := x^*(y^*(t); t)$. Before presenting the algorithms for solving the smoothed dual problem (8.1.9), we provide some estimates to see the connection between the dual function $g(\cdot)$ and the smoothed dual function $g(\cdot; t)$. 
Local and global estimates of the dual function

This subsection provides a local estimate and global estimates between \( g(\cdot) \) and \( g(\cdot; t) \). Moreover, we will show that \( g(y; t) \to g(y) \) as \( t \to 0^+ \) for any \( y \in \mathbb{R}^m \).

Let \( F(x) := \sum_{i=1}^M F_i(x_i) \). Then the function \( F \) is also a self-concordant barrier of \( X \) with a parameter \( \nu := \sum_{i=1}^M \nu_i \). Let:

\[
\lambda_{F_i}(x_i^*(y; t)) := \|\nabla F_i(x_i^*(y; t))\|_{x_i^*(y; t)}^\ast.
\]

For a given \( \beta \in (0, 1) \), we define a neighbourhood in \( \mathbb{R}^m \) w.r.t. \( F \) and \( t > 0 \) as:

\[
\mathcal{N}_t^F(\beta) := \{ y \in \mathbb{R}^m : \lambda_{F_i}(x_i^*(y; t)) \leq \beta, i = 1, \ldots, M \}.
\]

Since \( x^c \in \mathcal{N}_t^F(\beta) \), we see that if \( \partial \phi(x^c) \cap \text{range}A^T \neq \emptyset \) then \( \mathcal{N}_t^F(\beta) \) is nonempty. Let \( \omega(x^*(y; t)) := \sum_{i=1}^M \omega \left( \|x_i^*(y; t) - x_i^c\|_{x_i^c} \right) \) and \( \bar{\omega}(x^*(y; t)) := \sum_{i=1}^M \nu_i \omega^{-1} \left( \nu_i^{-1} \omega (\lambda_{F_i}(x_i^*(y; t))) \right) \). The following lemma provides a local estimate for the original dual function \( g \).

**Lemma 8.1.1.** Suppose that Assumptions A.6.1.7 and A.8.1.10 are satisfied. Suppose further that \( \partial \phi(x^c) \cap \text{range}A^T \neq \emptyset \). Then for any \( \beta \in (0, 1) \), the function \( g(\cdot; t) \) defined by (8.1.6) satisfies:

\[
0 \leq t \omega(x^*(y; t)) \leq g(y) - g(y; t) \leq t \left[ \bar{\omega}(x^*(y; t)) + \nu \right], \tag{8.1.10}
\]

for all \( y \in \mathcal{N}_t^F(\beta) \). Consequently, one has:

\[
0 \leq g(y) - g(y; t) \leq t \left[ \bar{\omega}_\beta + \nu \right], \quad \forall y \in \mathcal{N}_t^F(\beta),
\]

where \( \bar{\omega}_\beta := \sum_{i=1}^M \nu_i \omega^{-1}(\nu_i^{-1} \omega(\beta)) \) and \( \omega^{-1} \) is the inverse function of \( \omega \).

**Proof.** For notational simplicity, we denote by \( x_i^* := x_i^*(y; t) \). The left-hand side of (8.1.10) follows from \( F_i(x_i) - F_i(x_i^c) \geq \omega(\|x_i - x_i^c\|_{x_i^c}) \geq 0 \) due to (8.1.5). We prove the right-hand side of (8.1.10). Since \( F_i \) is standard self-concordant, \( x_i^c = \arg \min_{x_i \in \text{int}(X_i)} F_i(x_i) \) and \( F_i(x_i^c) = 0 \), according to [143, Theorem 4.1.13], on one hand, we have:

\[
F_i(x_i^*) = F_i(x_i^*) - F_i(x_i^c) \leq \omega_*(\lambda_{F_i}(x_i^*)), \tag{8.1.11}
\]

provided that \( \lambda_{F_i}(x_i^*) < 1 \). On the other hand, let \( x_i(\alpha) := x_i^* + \alpha(x_{0i}^*(y) - x_i^*) \) for \( \alpha \in [0, 1) \). Since \( x_i^* \in \text{int}(X_i) \) and \( \alpha < 1 \), \( x_i(\alpha) \in \text{int}(X_i) \). By applying [147, inequality 2.3.3], we have \( F_i(x_i(\alpha)) \leq F_i(x_i^*) - \nu_i \ln(1 - \alpha) \) which is equivalent to:

\[
F_i(x_i(\alpha)) \leq F_i(x_i^*) - \nu_i \ln(1 - \alpha). \tag{8.1.12}
\]
From the definition of \( g_i(\cdot; t) \) and \( g_i(\cdot) \), the concavity of \( \phi_i \), (8.1.11) and (8.1.12) we have:

\[
g_i(y; t) \geq \max_{\alpha \in [0, 1]} \left\{ \phi_i(x_i(\alpha)) + y^T (A_i x_i(\alpha) - b_i) - t F_i(x_i(\alpha)) \right\}
\]

\[
\geq \max_{\alpha \in [0, 1]} \left\{ \alpha \phi_i(x_{0i}^*(y)) + y^T (A_i x_{0i}^*(y) - b_i) + (1 - \alpha) \phi_i(x_i^*) + y^T (A_i x_i^* - b_i) - t F_i(x_i^*) + \nu_i t \ln(1 - \alpha) \right\}
\]

(8.1.13)

By solving the last maximization problem in (8.1.13) we obtain the solution:

\[
\alpha^* := \begin{cases} 
0 & \text{if } g_i(y) - g_i(y; t) \leq \nu_i, \\
1 - [g_i(y) - g_i(y; t)]^{-1} \nu_i & \text{otherwise}.
\end{cases}
\]

Substituting this solution into (8.1.13) we get:

\[
g_i(y) - g_i(y; t) \leq \nu_i \left\{ 1 + \ln \left[ (g_i(y) - g_i(y; t)) / (\nu_i) \right] + \omega_\ast (\lambda F_i(x_i^*)) / \nu_i \right\}, \tag{8.1.14}
\]

provided that \( g_i(y) - g_i(y; t) > \nu_i \). By rearranging (8.1.14) we obtain \( g_i(y) - g_i(y; t) \leq \nu_i \left( 1 + \omega_\ast^{-1} (\omega_\ast (\lambda F_i(x_i^*)) / \nu_i) \right) \). Summing up the last inequalities from \( i = 1 \) to \( M \) we obtain the right-hand side of (8.1.10).

**Remark 8.1.2.** Lemma 8.1.1 implies that, for a given \( \varepsilon_g > 0 \), if we choose \( t_f := (\tilde{\omega} \beta + \nu)^{-1} \varepsilon_g \), then \( g(y; t_f) \leq g(y) \leq g(y; t_f) + \varepsilon_g \) for all \( y \in N^F_t(\beta) \). The last inequalities show that \( g(\cdot; t) \) is a local approximation of \( g \) in \( N^F_t(\beta) \).

Next, we provide a global approximation for \( g \). Under Assumption A.6.1.7, the solution set \( Y^* \) of the dual problem (8.1.1) is bounded. Let \( Y \subset \mathbb{R}^m \) be a compact set in \( \mathbb{R}^m \) such that \( Y^* \subseteq Y \) and \( x_i^* \in \text{ri}(\text{dom}(\phi_i)) \) for \( i = 1, \cdots, M \). We define:

\[
K_i := \max_{y \in Y} \max_{\xi_i \in \partial \phi_i(x_i^*)} \left\{ \| \xi_i + A_i^T y \|_{x_i^*} \right\} \in [0, +\infty), \quad i = 1, \cdots, M. \tag{8.1.15}
\]

The following lemma provides a global estimate of the dual function \( g \).

**Lemma 8.1.2.** Suppose that Assumptions A.6.1.7 and A.8.1.10 are satisfied and the constants \( K_i, i = 1, \cdots, M \), are defined by (8.1.15). Then, for any \( t > 0 \), we have:

\[
t \omega(x^*(y; t)) \leq g(y) - g(y; t) \leq t D_X(t), \quad \forall y \in Y, \tag{8.1.16}
\]
where \( D_X(t) := \sum_{i=1}^M \tilde{\zeta}(K_i; \nu_i, t) \) and \( \tilde{\zeta}(\tau; a, b) := a \left( 1 + \max \left\{ 0, \ln \left( \frac{a}{\kappa b} \right) \right\} \right) \).

Consequently, for a given tolerance \( \varepsilon_g > 0 \) and a constant \( \kappa \in (0, 1) \) (e.g. \( \kappa = 0.5 \)), if:

\[
0 < t \leq \bar{t} := \min_{1 \leq i \leq M} \left\{ K_i \nu_i^{-1/\kappa} \left( \frac{\varepsilon_g}{\sum_{i=1}^M [\nu_i + \nu_i^{-1-\kappa} K_i]} \right)^{1/(1-\kappa)} \right\}, \tag{8.1.17}
\]

then \( g(y; t) \leq g(y) \leq g(y; t) + \varepsilon_g \) for all \( y \in Y \).

**Proof.** The first inequality in (8.1.16) was proved in Lemma 8.1.1. We now prove the second one. Let us denote by \( x_i^T(y) := x_i^c + \tau(x_{0i}^c(y) - x_i^c) \), where \( \tau \in [0, 1] \) and \( g_i^c(y) := \phi_i(x_i^c) + y^T(A_i x_i^c - b_i) \). Since \( F_i \) is \( \nu_i \)-self-concordant and \( F_i(x_i^c) = 0 \), it follows from [147, inequality (2.3.3)] that:

\[
F_i(x_i^T(y)) \leq F_i(x_i^c) - \nu_i \ln(1 - \tau) = -\nu_i \ln(1 - \tau), \ \tau \in [0, 1].
\]

Combining this inequality and the concavity of \( \phi_i \) and then using the definitions of \( g_i^c \) and \( g_i(\cdot) \) we have:

\[
g_i(y; t) \geq \max_{\tau \in [0, 1]} \left\{ \phi_i(x_i^T(y)) + y^T A_i (x_i^T(y) - b_i) - tF_i(x_i^T(y)) \right\}
\]

\[
\geq \max \left\{ (1 - \tau)[\phi_i(x_i^c) + y^T(A_i x_i^c - b_i)] + \tau[\phi_i(x_{0i}^c)] + y^T(A_i x_{0i}^c(y) - b_i)] + t\nu_i \ln(1 - \tau) \mid \tau \in [0, 1] \right\} \tag{8.1.18}
\]

\[
= \max_{\tau \in [0, 1]} \left\{ (1 - \tau)g_i^c(y) + \tau g_i(y) + tv_i \ln(1 - \tau) \right\}.
\]

Now, we maximize the function \( \xi(\tau) := (1 - \tau)g_i^c(y) + \tau g_i(y) + t\nu_i \ln(1 - \tau) \) in last line of (8.1.18) w.r.t. \( \tau \in [0, 1] \) to obtain \( \tau^* := \left[ 1 - \frac{t\nu_i}{g_i(y) - g_i^c(y)} \right]_+ \), where \( [a]_+ := \max\{0, a\} \). Therefore, if \( g_i(y) - g_i^c(y) \leq t\nu_i \) then \( \tau^* = 0 \). Otherwise, by substituting \( \tau^* \) into the last line of (8.1.18), we obtain:

\[
g_i(y) \leq g_i(y; t) + t\nu_i \left( 1 + \left[ \ln((t\nu_i)^{-1}(g_i(y) - g_i^c(y))) \right]_+ \right). \tag{8.1.19}
\]
Furthermore, we note that \( g_i(y) - g_i^c(y) = \max_{x_i \in X_i} \{ \phi_i(x_i) + y^T(A_i x_i - b_i) \} - [\phi_i(x_i^c) + y^T(A_i x_i^c - b_i)] \geq 0 \) for all \( y \in Y \) and
\[
g_i(y) - g_i^c(y) \leq \max_{x_i \in X_i} \left\{ \max_{\xi_i \in \partial \phi_i(x_i^c)} \left\{ \| \xi_i + A_i^T y \|_x \right\} \right\}
\[
\leq \max_{x_i \in X_i} \left\{ \max_{\xi_i \in \partial \phi_i(x_i^c)} \left\{ \| \xi_i + A_i^T y \|_x \right\} \right\}
\leq K_i + \infty, \quad \forall y \in Y. \quad (8.1.20)
\]

Summing up the inequalities (8.1.19) for \( i = 1, \ldots, M \) and then using (8.1.20) we get (8.1.16).

Finally, for fixed \( \kappa \in (0, 1) \), since \( \ln(x^{-1}) \leq x^{-\kappa} \) for \( 0 < x \leq \kappa^1/\kappa \), we have:
\[
\nu_i t \left( 1 + \left[ \ln \frac{K_i}{\nu_i t} \right]_+ \right) \leq \nu_i t \left[ 1 + \left( \frac{K_i}{\nu_i} \right)^\kappa \right] \leq [\nu_i + K_i^\kappa \nu_i^{1-\kappa}] t^{1-\kappa}, \quad \forall t \leq \frac{K_i}{\nu_i} \kappa^{1/\kappa}.
\]
Consequently, if \( t \leq \min \left\{ \frac{K_i}{\nu_i} \kappa^{1/\kappa}, \left( \frac{\varepsilon}{\sum_{i=1}^M [\nu_i + \nu_i^{1-\kappa} K_i^{1-\kappa}]} \right)^{1/(1-\kappa)} \right\}, \quad i = 1, \ldots, M \right\}
\]
then \( D_X(t) \leq \varepsilon \), where \( D_X(t) \) is defined in Lemma 8.1.2. Combining this condition and (8.1.16) we get the last conclusion of Lemma 8.1.2.

If we choose \( \kappa = 0.5 \) in Lemma 8.1.2 then we have:
\[
0 < t \leq \tilde{t} = \min_{1 \leq i \leq M} \left\{ \frac{K_i}{4 \nu_i} \left( \frac{\varepsilon g}{\sum_{i=1}^M [\nu_i + \sqrt{\nu_i} K_i]} \right)^2 \right\}.
\]
sets Lemma 8.1.2 shows that if we fix \( t_f \in (0, \tilde{t}] \) and minimize \( g(\cdot, t_f) \) over \( Y \), then the obtained solution \( g^*(t_f) \) is an \( \varepsilon_g \)-solution of (8.1.1). Since \( g(\cdot, t_f) \) is continuously differentiable, smooth optimization techniques such as gradient-based methods can be applied to minimize \( g(\cdot, t_f) \) over \( Y \), see Sections 8.2 and 8.3 below.

If a strictly feasible point \( \bar{x} \) is available then we can also prove the following estimate which is global and independent of the boundedness of \( Y \).

**Lemma 8.1.3.** Suppose that Assumptions A.6.1.7 and A.8.1.10 are satisfied. Let \( \bar{x} \) be a strictly feasible point to \( (\text{SepCOP} \max) \), i.e. \( \bar{x} \in \text{int}(X) \cap \{ x \mid Ax = b \} \). Then, for any \( t > 0 \), we have:
\[
g(y) - \phi(\bar{x}) \geq 0 \quad \text{and} \quad g(y; t) - \phi(\bar{x}) + t F(\bar{x}) \geq 0. \quad (8.1.21)
\]
Moreover, it holds that:

\[ g(y; t) \leq g(y) \leq g(y; t) + t[\nu + F(\bar{x})] + 2\sqrt{t\nu} \left[g(y; t) + tF(\bar{x}) - \phi(\bar{x})\right]^{1/2}. \tag{8.1.22} \]

**Proof.** The two inequalities in (8.1.21) are trivial due to the definitions of \(g(\cdot;), g(\cdot; t)\) and the feasibility of \(\bar{x}\). We only prove (8.1.22). Indeed, since \(\bar{x} \in \text{int}(X)\) and \(x^*(y) \in X\), if we define \(x^*_\tau(y) = \bar{x} + \tau(x^*(y) - \bar{x})\) then \(x_{\tau}(y) \in \text{int}(X)\) if \(\tau \in [0, 1]\). By applying the inequality [147, p. 2.3.3] we have:

\[
F(x_{\tau}(y)) \leq F(\bar{x}) - \nu \ln(1 - \tau). 
\]

Using this inequality together with the definition of \(g(\cdot; t)\), the concavity of \(\phi\) and \(Ax = b\), we deduce:

\[
g(y; t) = \max_{x \in \text{int}(X)} \{\phi(x) + y^T(Ax - b) - tF(x)\} \geq \max_{\tau \in [0, 1]} \{\phi(x_{\tau}(y)) + y^T(Ax_{\tau}(y) - b) - tF(x_{\tau}(y))\} \geq \max_{\tau \in [0, 1]} \{(1 - \tau)\phi(\bar{x}) + \tau g(y) + t\nu \ln(1 - \tau)\} - tF(\bar{x}).
\]

By solving the maximization problem on the right hand side of (8.1.23) and then rearranging the results, we obtain:

\[
g(y) \leq g(y; t) + t\nu \left(1 + \left[\ln\left(\frac{g(y) - \phi(\bar{x})}{t\nu}\right)\right]^+\right) + tF(\bar{x}), \tag{8.1.24}
\]

where \([\cdot]_+ = \max\{\cdot, 0\}\).

Moreover, it follows from (8.1.23) that:

\[
g(y) - \phi(\bar{x}) \leq \frac{1}{\tau} \left[g(y; t) - \phi(\bar{x}) + tF(\bar{x}) + \nu \ln(1 + \frac{\tau}{1 - \tau})\right] \leq \frac{1}{\tau} [g(y; t) - \phi(\bar{x}) + t\nu] + \frac{t\nu}{1 - \tau}.
\]

If we minimize the right hand side of this inequality in \([0, 1]\) then we get \(g(y) - \phi(\bar{x}) \leq [(g(y; t) - \phi(\bar{x}) + tF(\bar{x}))^{1/2} + \sqrt{t\nu}]^2\). Finally, we plug this inequality into (8.1.24) to obtain:

\[
g(y) \leq g(y; t) + t\nu \left[1 + 2\ln \left(1 + \left[(g(y; t) - \phi(\bar{x}) + tF(\bar{x}))/(t\nu)\right]^{1/2}\right)\right] + tF(\bar{x}) \leq g(y; t) + t\nu + tF(\bar{x}) + 2\sqrt{t\nu} \left[g(y; t) - \phi(\bar{x}) + tF(\bar{x})\right]^{1/2}
\]

which is indeed (8.1.22). \hfill \Box
It follows from (8.1.22) that \( g(y) \leq (1+2\sqrt{t\nu})g(y;t)+t(\nu+F(\bar{x}))+2\sqrt{t\nu}(tF(\bar{x})-\phi(\bar{x})) \). Hence, \( g(y;t) \to g(y) \) as \( t \to 0^+ \).

Finally, we prove some properties of \( g(y;\cdot) \) and \( g^*(\cdot) \) defined by (8.1.9) which will be used in the sequel. We notice that in Lemmas 8.1.1, 8.1.2 and 8.1.3 we do not impose any additional assumption on the objective function except the concavity of the objective functions in Assumption A.6.1.7.

**Lemma 8.1.4.** Suppose that Assumptions A.6.1.7 and A.8.1.10 are satisfied. Then:

(a) The function \( g(y;\cdot) \) is convex and non-increasing in \( \mathbb{R}_{++} \) for a given \( y \in \mathbb{R}^m \). Moreover, we have:

\[
g(y;\hat{t}) \geq g(y;t) - (\hat{t} - t)F(x^*(y;t)). \tag{8.1.25}
\]

(b) The function \( g^*(\cdot) \) defined by (8.1.9) is differentiable and non-increasing in \( \mathbb{R}_{++} \). Moreover, \( g^*(t) \leq g^* \) and \( \lim_{t \downarrow 0^+} g^*(t) = g^* = \phi^* \).

(c) The point \( x^*(y^*(t);t) \) is feasible to the original problem \((\text{SepCOP}_{\max})\) and \( \lim_{t \downarrow 0^+} x^*(y^*(t);t) = x^* \in X^* \).

**Proof.** Since the function \( \xi(x,y,t) := \phi(x) + y^T(Ax - b) - tF(x) \) is strictly concave in \( x \) and linear in \( t \), it is well-known that \( g(y;t) = \max\{\xi(x,y,t) \mid x \in \text{int}(X)\} \) is differentiable w.r.t. \( t \) and its derivative is given by \( \frac{dg(y;t)}{dt} = -F(x^*(y;t)) \leq -\omega(\|x^*(y,t) - x^c\|_{\nu}) \leq 0 \) due to (8.1.5). Thus \( g(y;\cdot) \) is nonincreasing in \( t \) as stated in a). Since \( g(y;\cdot) \) is convex and differentiable, and \( \frac{dg(y;t)}{dt} = -F(x^*(y;t)) \leq 0 \), we have \( g(y;\hat{t}) \geq g(y;t) + (\hat{t} - t)\frac{dg(y;t)}{dt} = g(y;t) - (\hat{t} - t)F(x^*(y;t)) \).

From the definitions of \( g^*(\cdot) \), \( g(y;\cdot) \) and \( y^*(\cdot) \) in (8.1.9), and strong duality we have:

\[
g^*(t) = \min_{y \in Y} g(y;t) \stackrel{\text{strong duality}}{=} \max_{x \in \text{int}(X)} \min_{y \in Y} \left\{ \phi(x) + y^T(Ax-b) - tF(x) \right\} \\
= \max_{x \in \text{int}(X)} \left\{ \phi(x) - tF(x) \mid Ax = b \right\} \tag{8.1.26}
\]

\[
= \phi(x^*(t)) - tF(x^*(t)).
\]

It follows from the second line of (8.1.26) that \( g^*(\cdot) \) is differentiable and nonincreasing in \( \mathbb{R}_{++} \). From the second line of (8.1.26), we also deduce that \( x^*(t) \) is feasible to \((\text{SepCOP}_{\max})\). The limit in c) was proved in [218, Proposition 2]. Since \( x^*(t) \) is feasible to \((\text{SepCOP}_{\max})\) and \( F(x^*(t)) - F(x^c) \geq 0 \),
the last line of (8.1.26) implies that \( g^*(t) \leq g^* \). We also obtain the limit \( \lim_{t \downarrow 0^+} g^*(t) = g^* = \phi^* \).

8.2 Path-following gradient-based decomposition algorithm

This section aims at designing a path-following gradient-based algorithm to solve the dual problem (8.1.1), analyzing the convergence of the algorithm and estimating the local convergence rate.

Since \( F \) is a barrier function, \( g(\cdot; t) \) is strictly convex and smooth, so that we can write the optimality condition of (8.1.9) as:

\[
\nabla g(y; t) = 0.
\]

(8.2.1)

This equation has a unique solution \( y^*(t) \). Moreover, the gradient of \( g(\cdot; t) \) is given as:

\[
\nabla g(y; t) := Ax^*(y; t) - b.
\]

(8.2.2)

where \( x^*(y; t) \) is the solution of the primal subproblem (8.1.7).

Local Lipschitz-type continuity of the gradient mapping

Since \( F \) is a self-concordant barrier, \( \nabla^2 F(x) \succ 0 \) for \( x \in \text{int}(X) \), we can define a matrix norm \( \|A\|_x^* := \|A\nabla^2 F(x)^{-1}A^T\|_2^{1/2} \) for any matrix \( A \in \mathbb{R}^{m \times n} \). We prove the following property for the function \( g(\cdot; t) \).

**Lemma 8.2.1.** Suppose that Assumptions **A.6.1.7** and **A.8.1.10** are satisfied. Then, for all \( t > 0 \) and \( y, \hat{y} \in \mathbb{R}^m \), one has:

\[
[\nabla g(y; t) - \nabla g(\hat{y}; t)]^T (y - \hat{y}) \geq \frac{t \|\nabla g(y; t) - \nabla g(\hat{y}; t)\|_2^2}{c_A [c_A + \|\nabla g(y; t) - \nabla g(\hat{y}; t)\|_2]},
\]

(8.2.3)

where \( c_A := \|A\|_{x^*(y; t)}^* \). Consequently, it holds that:

\[
g(\hat{y}; t) \leq g(y; t) + \nabla g(y; t)^T (\hat{y} - y) + t \omega^*(\frac{c_A \|\hat{y} - y\|_2}{t}),
\]

(8.2.4)

provided that \( \|\hat{y} - y\|_2 < \frac{1}{c_A} \).
**Proof.** For notational simplicity, we denote by \( x^* := x^*(y; t) \) and \( \hat{x}^* := x^*(\hat{y}; t) \). From the definition (8.2.2) of \( \nabla g(\cdot; t) \) and the Cauchy-Schwarz inequality we have:

\[
[\nabla g(y; t) - \nabla g(\hat{y}; t)]^T (y - \hat{y}) = (y - \hat{y})^T A (x^* - \hat{x}^*). \tag{8.2.5}
\]

\[
\|\nabla g(\hat{y}; t) - \nabla g(y; t)\|_2 \leq \|A\|_{\infty,\infty} \|\hat{x}^* - x^*\|_{\infty}. \tag{8.2.6}
\]

It follows from the optimality condition (8.1.8) that:

\[
A^T (y - \hat{y}) = t [\nabla F(x^*) - \nabla F(\hat{x}^*) - [\xi(x^*) - \xi(\hat{x}^*)],
\]

where \( \xi(\cdot) \in \partial \phi(\cdot) \). By multiplying this relation by \( x^* - \hat{x}^* \) and then using [143, Theorem 4.1.7] and the concavity of \( \phi \) we obtain:

\[
(y - \hat{y})^T A (x^* - \hat{x}^*) = t [\nabla F(x^*) - \nabla F(\hat{x}^*)]^T (x^* - \hat{x}^*) - [\xi(x^*) - \xi(\hat{x}^*)]^T (x^* - \hat{x}^*) \geq \frac{t \|x^* - \hat{x}^*\|_{\infty}^2}{1 + \|x^* - \hat{x}^*\|_{\infty}} \tag{8.2.6}
\]

Substituting this inequality into (8.2.5) we obtain (8.2.3).

By the Cauchy-Schwarz inequality, it follows from (8.2.3) that:

\[
\|\nabla g(\hat{y}; t) - \nabla g(y; t)\|_2 \leq \frac{c_A^2 \|\hat{y} - y\|_2}{t - c_A \|\hat{y} - y\|_2}, \tag{8.2.7}
\]

provided that \( \|\hat{y} - y\|_2 \leq t/c_A \). Finally, by using the mean-value theorem, we have:

\[
g(\hat{y}; t) = g(y; t) + \nabla g(y; t)^T (\hat{y} - y)
\]

\[
+ \int_0^1 (\nabla g(y + s(\hat{y} - y); t) - \nabla g(y; t))^T (\hat{y} - y) ds
\]

\[
\leq g(y; t) + \nabla g(y; t)^T (\hat{y} - y) + c_A \|\hat{y} - y\|_2 \int_0^{1} \frac{c_A s \|\hat{y} - y\|_2}{t - c_A s} ds
\]

\[
= g(y; t) + \nabla g(y; t)^T (\hat{y} - y) + t \omega^*(c_A \|\hat{y} - y\|_2 / t),
\]

which is indeed (8.2.4) provided that \( c_A \|\hat{y} - y\|_2 < t \). \(\square\)
Path-following gradient step

In this subsection, we analyze one step of the path-following gradient scheme in order to derive an algorithm for solving (8.1.9). Indeed, let \( y \in \mathbb{R}^m \) and \( t > 0 \) be the values at the current iteration. We compute the new values \( y_+ \) and \( t_+ \) for the next iteration as:

\[
\begin{aligned}
t_+ &:= t - \Delta t, \\
y_+ &:= y - \alpha \nabla g(y, t_+),
\end{aligned}
\]

where \( \alpha := \alpha(y; t) > 0 \) is the current step size and \( \Delta t \) is the decrement of the parameter \( t \). Let us define the following notation:

\[
x_1^* := x^*(y; t_+), \quad c_{A1} = \|A\|_{x^*(y; t_+)}^* \quad \text{and} \quad \lambda_1 := \|\nabla g(y; t_+)\|_2. \tag{8.2.9}
\]

First, we prove an important property of the scheme (8.2.8).

**Lemma 8.2.2.** Under Assumptions **A.6.1.7** and **A.8.1.10**, the following inequality holds:

\[
g(y_+; t_+) \leq g(y; t) - \left[ \alpha \lambda_1^2 - t_+ \omega^*(c_{A1} \alpha \lambda_1 / t_+) - \Delta t F(x_1^*) \right]. \tag{8.2.10}
\]

**Proof.** Since \( t_+ = t - \Delta t \), by using (8.1.25) in Lemma 8.1.4 with \( t \) and \( t_+ \), we have:

\[
g(y; t_+) \leq g(y; t) + \Delta t F(x_1^*). \tag{8.2.11}
\]

Next, by (8.2.4) we have \( y_+ - y = -\alpha \nabla g(y; t_+) \) and \( \lambda_1 := \|\nabla g(y; t_+)\|_2 \). Hence, we can derive:

\[
g(y_+; t_+) \leq g(y; t_+) - \alpha \lambda_1^2 + t_+ \omega^*(c_{A1} \alpha \lambda_1 / t_+). \tag{8.2.12}
\]

By plugging (8.2.11) into (8.2.12), we obtain (8.2.10). \( \square \)

**Lemma 8.2.3.** For any \( y \in \mathbb{R}^m \) and \( t > 0 \), the constant \( c_A := \|A\|_{x^*(y; t_+)}^* \) is bounded. More precisely, \( c_A \leq \bar{c}_A := \kappa \|A\|_{x^*}^* < +\infty \). Furthermore, \( \lambda := \|\nabla g(y; t)\|_2 \) is also bounded, i.e.: \( \lambda \leq \bar{\lambda} := \kappa \|A\|_{x^*}^* + \|Ax^* - b\|_2 \), where \( \kappa := \sum_{i=1}^M [\nu_i + 2 \sqrt{
u_i}] \).

**Proof.** For any \( x \in \text{int}(X) \), from the definition of \( \| \cdot \|_x^* \), we can write:

\[
\|A\|_x^* = \sup \left\{ [v^T A \nabla^2 F(x)^{-1} A^T v]^{1/2} \mid \|v\|_2 = 1 \right\}
\]

\[
= \sup \left\{ \|u\|_x^* \mid u = A^T v, \|v\|_2 = 1 \right\}.
\]
By using [143, Corollary 4.2.1], we can estimate \( \|A\|_x^* \) as:
\[
\|A\|_x^* \leq \sup \left\{ \kappa \|u\|_{x^c} \mid u = A^Tv, \|v\|_2 = 1 \right\}
\]
\[
= \kappa \sup \left\{ [v^TA\nabla^2F(x^c)^{-1}A^Tv]^{1/2} \mid \|v\|_2 = 1 \right\}
\]
\[
= \kappa \|A\|_{x^c}^*.
\]
By substituting \( x = x^*(y; t) \) into the above inequality, we obtain the first conclusion. In order to prove the second bound, we note that \( \nabla g(y; t) = Ax^*(y; t) - b \). Therefore, by using (8.1.5), we can estimate:
\[
\|\nabla g(y; t)\|_2 = \|Ax^*(y; t) - b\|_2 \leq \|A(x^*(y; t) - x^c)\|_2 + \|Ax^c - b\|_2
\]
\[
\leq \|\|A\|_{x^c}^* \|x^*(y; t) - x^c\|_{x^c} + \|Ax^c - b\|_2
\]
\[
(8.1.5)
\]
\[
\leq \kappa \|A\|_{x^c}^* + \|Ax^c - b\|_2,
\]
which is the second conclusion.

Next, we show how to choose the step size \( \alpha \) and the decrement \( \Delta t \) such that \( g(y_+; t_+) < g(y; t) \) in Lemma 8.2.2. We note that \( x^*(y; t_+) \) is obtained by solving the primal subproblem (8.1.7) and the quantity \( c_F := F(x^*(y; t_+)) \) is nonnegative (since \( F(x^*(y; t_+)) \geq F(x^c) = 0 \)) and computable. By Lemma 8.2.3, we see that:
\[
\alpha(t) := \frac{t}{c_{A1}(c_{A1} + \lambda_1)} \geq \alpha_0(t) := \frac{t}{\bar{c}_A(\bar{c}_A + \bar{\lambda})}, \quad (8.2.13)
\]
which shows that \( \alpha(t) \) is bounded away from zero. We have the following estimate.

**Lemma 8.2.4.** The step size \( \alpha(t) \) defined by (8.2.13) satisfies:
\[
g(y_+; t_+) \leq g(y; t) - t_+\omega\left(\frac{\lambda_1}{c_{A1}}\right) + \Delta tF(x_1^*). \quad (8.2.14)
\]

**Proof.** Let \( \varphi(\alpha) := \alpha\lambda^2 - t_+\omega^*(c_{A1}t_+^{-1}\alpha\lambda_1) - t_+\omega(\lambda_1c_{A1}^{-1}) \). We can simplify this function as \( \varphi(\alpha) = t_+[u + \ln(1 - u)] \), where \( u := t_+^{-1}\lambda_1^2\alpha + t_+^{-1}c_{A1}\lambda_1\alpha - c_{A1}^{-1}\lambda_1 \). The function \( \varphi(\alpha) \leq 0 \) for all \( u \) and \( \varphi(\alpha) = 0 \) at \( u = 0 \) which leads to \( \alpha := \frac{t}{c_{A1}(c_{A1} + \lambda_1)} \).

Since \( t_+ = t - \Delta t \), if we choose \( \Delta t := \frac{t\omega(c_{A1}^{-1}\lambda_1)}{2[\omega(c_{A1}^{-1}\lambda_1) + F(x_1^*)]} \) then:
\[
g(y_+; t_+) \leq g(y; t) - \frac{t}{2}\omega(c_{A1}^{-1}\lambda_1). \quad (8.2.15)
\]
Therefore, the update rule for $t$ can be written as:

$$t_+ := (1 - \sigma)t, \quad \text{where } \sigma := \frac{\omega(c^{-1}_\lambda)}{2[\omega(c^{-1}_\lambda) + F(x^*_1)]} \in (0, 1).$$  \hspace{1cm} (8.2.16)

### The algorithm

By combining the above analysis, we can describe in detail the path-following gradient-based decomposition algorithm as follows.

**Algorithm 8.2.1. (Path-following gradient decomposition algorithm).**

**Initialization:** Perform the following steps:

1. Choose an initial value $t_0 > 0$ and fix the tolerances $\varepsilon_t$ and $\varepsilon$.
2. Take an initial point $y^0 \in \mathbb{R}^m$ and solve (8.1.7) in parallel to obtain $x^*_0 := x^*(y^0; t_0)$.
3. Compute $c_0^A := \|A\|_{x^*_0}$, $\lambda_0 := \|
abla g(y^0; t_0)\|_2$, $\omega_0 := \omega(\lambda_0/c_0^A)$ and $c_0^F := F(x^*_0)$.

**Iteration:** For $k = 0, 1, \ldots$, perform the following steps:

*Step 1:* If $t_k \leq \varepsilon_t$ and $\lambda_k \leq \varepsilon$ then terminate.

*Step 2:* Update the penalty parameter: $t_{k+1} := t_k(1 - \sigma_k)$, where $\sigma_k := \frac{\omega_k}{2(\omega_k+c_k^F)}$.

*Step 3:* Solve (8.1.7) in parallel to obtain $x^*_k := x^*(y^k, t_{k+1})$. Then form a gradient vector $\nabla g(y^k; t_{k+1}) := Ax^*_k - b$.

*Step 4:* Compute $\lambda_{k+1} := \|\nabla g(y^k; t_{k+1})\|_2$, $c^{k+1}_A := \|A\|_{x^*_k}$, $\omega_{k+1} := \omega(\lambda_{k+1}/c^{k+1}_A)$ and $c^{k+1}_F := F(x^*_k)$.

*Step 5:* Compute the step size $\alpha_{k+1} := \frac{t_{k+1}}{c^{k+1}_A(c^{k+1}_A + \lambda_{k+1})}$.

*Step 6:* Update $y^{k+1}$ as $y^{k+1} := y^k - \alpha_{k+1}\nabla g(y^k; t_{k+1})$.

**End.**

The main step of Algorithm 8.2.1 is Step 3, where we need to solve $M$ primal subproblems in parallel. From the update rule (8.2.16) of $t_k$ we can see that $\sigma_k \to 0^+$ as $F(x^*_k) \to \infty$. This happens when the barrier function is approaching
the boundary of the feasible set $X$. Hence, the parameter $t$ is not decreased. Let $\bar{c}_F$ be a sufficiently large positive constant. We can modify the update rule of $t$ as:

$$
t_{k+1} := \begin{cases} 
t_k(1 - \frac{\omega_k}{2(\omega_k + \bar{c}_F)}) & \text{if } c^k_F \leq \bar{c}_F, \\
t_k & \text{otherwise}, 
\end{cases}$$

(8.2.17)

In this case, the sequence $\{t_k\}$ generated by Algorithm 8.2.1 might not converge to zero. Moreover, the step size $\alpha_k$ computed at Step 5 depends on the parameter $t_k$. If $t_k$ is small then Algorithm 8.2.1 makes short steps towards a solution of (8.1.9).

**Convergence analysis**

Let us assume that $\bar{t} = \inf_{k \geq 0} t_k > 0$. Then, the following theorem shows the convergence of Algorithm 8.2.1.

**Theorem 8.2.1.** Suppose that Assumptions A.6.1.7 and A.8.1.10 are satisfied. Suppose further that the sequence $\{(y^k, t_k, \lambda_k)\}_{k \geq 0}$ generated by Algorithm 8.2.1 satisfies $\bar{t} := \inf_{k \geq 0} \{t_k\} > 0$. Then:

$$
\lim_{k \to \infty} \| \nabla g(y^k, t_{k+1}) \|_2 = 0.
$$

(8.2.18)

Consequently, there exists a limit point $y^*$ of $\{y^k\}$ such that $y^*$ is a solution of (8.1.9) at $t = \bar{t}$.

**Proof.** It is sufficient to prove (8.2.18). Indeed, from (8.2.15) we have:

$$
\sum_{i=0}^{k} \frac{t_k}{2} \omega(\lambda_{k+1}/c_A^{k+1}) \leq g(y^0, t_0) - g(y^{k+1}, t_{k+1}) \leq g(y^0, t_0) - g^*.
$$

Since $t_k \geq \bar{t} > 0$ due to assumption and $c_A^{k+1} \leq \bar{c}_A := \|A\|_{\infty}^*$ due to Lemma 8.2.3, the above inequality leads to:

$$
\frac{t}{2} \sum_{i=0}^{\infty} \omega(\lambda_{k+1}/\bar{c}_A) \leq g(y^0, t_0) - g^* < +\infty.
$$

This inequality implies $\lim_{k \to \infty} \omega(\lambda_{k+1}/\bar{c}_A) = 0$ which leads to $\lim_{k \to \infty} \lambda_{k+1} = 0$. By the definition of $\lambda_k$ we have $\lim_{k \to \infty} \| \nabla g(y^k, t_{k+1}) \|_2 = 0$. \hfill $\Box$

**Remark 8.2.2.** From the proof of Theorem (8.2.1), we can fix $c_A^k \equiv \bar{c}_A := \kappa \|A\|_{\infty}^*$ in Algorithm 8.2.1. This value can be computed a priori.
Local convergence rate

Let us analyze the local convergence rate of Algorithm 8.2.1. Let \( y^0 \) be an initial point of Algorithm 8.2.1 and \( y^*(t) \) be the unique solution of (8.1.9). We denote by:

\[
r_0(t) := \|y^0 - y^*(t)\|_2 \quad \text{and} \quad \bar{c}_A := \kappa \|A\|_{x^*}.
\]  

(8.2.19)

For simplicity of discussion, we assume that the smoothness parameter \( t_k \) is fixed at \( t > 0 \) sufficiently small for all \( k \geq 0 \) (see Lemma 8.1.3). The convergence rate of Algorithm 8.2.1 in the case \( t_k = t \) is stated in the following lemma.

**Lemma 8.2.5 (Local convergence rate).** Suppose that the initial point \( y^0 \) is chosen such that \( g(y^0; t) - g^*(t) \leq \bar{c}_A r_0(t) \). Then:

\[
g(y^k; t) - g^*(t) \leq \frac{4\bar{c}_A^2 r_0(t)^2}{4\bar{c}_A r_0(t) + tk}.
\]  

(8.2.20)

Consequently, the local convergence rate of Algorithm 8.2.1 is at least \( O\left(\frac{4\bar{c}_A^2 r_0(t)^2}{tk}\right) \).

**Proof.** Let \( r_k := \|y^k - y^*\|_2; \Delta_k := g(y^k; t) - g^*(t) \geq 0, y^* := y^*(t), \Delta_k := \|\nabla g(y^k; t)\|_2 \) and \( \kappa_k := \|A\|_{x^*} \). By using the fact that \( \nabla g(y^*; t) = 0 \) and (8.2.3) we have:

\[
r_{k+1}^2 = \|y^{k+1} - y^*\|^2 = \|y^k - \alpha_k \nabla g(y^k; t) - y^*\|^2
\]

\[
= r_k^2 - 2\alpha_k \nabla g(y^k; t)^T (y^k - y^*) + \alpha_k^2 \|\nabla g(y^k; t)\|^2
\]

\[
\leq r_k^2 - 2\alpha_k \left( \frac{t\alpha_k^2}{c_A (c_A + \Delta_k)} \right) + \alpha_k^2 \Delta_k^2
\]

\[
= r_k^2 - \alpha_k^2 \frac{\Delta_k^2}{c_A (c_A + \Delta_k)}.
\]  

(8.2.13)

This inequality implies that \( r_k \leq r_0 \) for all \( k \geq 0 \). First, by the convexity of \( g(\cdot; t) \) and the relation \( r_k \leq r_0 \) we have:

\[
\Delta_k = g(y^k; t) - g^*(t) \leq \|\nabla g(y^k; t)\|_2 \|y^k - y^*\|_2 \leq \Delta_k \|y^0 - y^*\|_2 \leq \Delta_k r_0(t).
\]  

This inequality implies:

\[
\Delta_k \geq \Delta_k / r_0(t).
\]  

(8.2.21)

Since \( t_k = t > 0 \) is fixed for all \( k \geq 0 \), it follows from (8.2.10) that:

\[
g(y^{k+1}; t) \leq g(y^k; t) - t\omega(\Delta_k/\kappa_k).
\]
By using the definition of $\Delta_k$, the last inequality is equivalent to:

$$\Delta_{k+1} \leq \Delta_k - t\omega(\Delta_k/c_k). \quad (8.2.22)$$

Next, since $\omega(\tau) \geq \tau^2$ for all $0 \leq \tau \leq 1$ and $c_k \leq \bar{c}_A$ due to Lemma 8.2.3, it follows from (8.2.21) and (8.2.22) that:

$$\Delta_{k+1} \leq \Delta_k - t\Delta_k^2/4r_0(t)^2\bar{c}_A^2, \quad (8.2.23)$$

for all $\Delta_k \leq \bar{c}_A r_0(t)$. This inequality also implies $\Delta_k \leq \Delta_0$ for all $k \geq 0$.

Let $\eta := t/(4r_0(t)^2\bar{c}_A^2)$. Since $\Delta_k \geq 0$, (8.2.23) implies:

$$\frac{1}{\Delta_{k+1}} \geq \frac{1}{\Delta_k(1 - \eta\Delta_k)} = \frac{1}{\Delta_k} + \frac{\eta}{1 - \eta\Delta_k} \geq \frac{1}{\Delta_k} + \eta.$$ 

By induction, this inequality leads to $\frac{1}{\Delta_k} \geq \frac{1}{\Delta_0} + \eta k$ which is equivalent to $\Delta_k \leq \Delta_0/(1 + \eta k\Delta_0)$ provided that $\Delta_0 \leq \bar{c}_A r_0(t)$. Since $\eta := t/(4r_0(t)^2\bar{c}_A^2)$, this inequality is indeed (8.2.20). The last conclusion follows from (8.2.20).

**Remark 8.2.3.** Let us fix $t := \varepsilon$. It follows from (8.2.20) that the worst-case complexity of Algorithm 8.2.1 to obtain an $\varepsilon$-solution $y_k$ in the sense $g(y_k; \varepsilon) - g^*(\varepsilon) \leq \varepsilon$ is $O\left(\frac{(\bar{c}_A^2 r_0)^2}{\varepsilon^2}\right)$. We note that $\bar{c}_A = \kappa \|A\|_{*c} = \sum_{i=1}^M (\nu_i + 2\sqrt{\nu_i})\|A_i\|_{*c}$. However, in most cases, the parameter $\nu_i$ depends linearly on the dimension of the problem. Therefore, we can conclude that the worst-case complexity of Algorithm 8.2.1 is $O\left(\frac{\|A\|_{*c}^2 r_0^2}{\varepsilon^2}\right)$.

### 8.3 Accelerating gradient decomposition algorithm

Let us fix $t > 0$ and define $\bar{g}(\cdot) := g(\cdot; t)$. The function $\bar{g}(\cdot)$ is convex and differentiable but its gradient is not Lipschitz continuous, we can not apply Nesterov’s fast gradient algorithm [143] to solve (8.1.9). In this section, we modify Nesterov’s fast gradient method in order to obtain an accelerating gradient method for solving (8.1.9).

One step of the modified fast gradient method is described as follows. Let $y$ and $v$ be given points in $\mathbb{R}^m$, we compute new points $y_+$ and $v_+$ as follows:

$$\begin{cases} y_+ := v - \alpha \nabla g(v), \\ v_+ = \beta_1 y_+ + \beta_2 y + \beta_3 v, \end{cases} \quad (8.3.1)$$

where $\alpha > 0$ is the step size, $\beta_1$, $\beta_2$ and $\beta_3$ are three parameters which will be chosen appropriately. First, we prove the following estimate.
Lemma 8.3.1. Let \( \theta \in (0, 1) \) be a given parameter, \( \alpha := \frac{t}{c_A(c_A + \lambda)} \) and \( \rho := t/(2\theta c_A^2) \) for some parameter \( c_A \geq c_A \), where \( \lambda := \|\nabla g(v)\|_2 \) and \( c_A := \|A\|_{x^*(v; 2)}^\ast \). We define two vectors:

\[
r := \theta^{-1}[v - (1 - \theta)y] \quad \text{and} \quad r_+ = r - \rho \nabla g(v).
\]

(8.3.2)

Then the new point \( y_+ \) generated by (8.3.1) satisfies:

\[
\frac{1}{\theta^2} \left[ g(y_+) - g_+ \right] + \frac{c_A^2}{\theta} \|r_+ - y^*\|^2_2 \leq \frac{(1 - \theta)}{\theta^2} \left[ g(y) - g^* \right] + \frac{c_A^2}{\theta} \|r - y^*\|^2_2,
\]

(8.3.3)

provided that \( \lambda \leq \hat{c}_A \), where \( y^* := y^*(t) \) and \( g^* := g(y^*) \).

Proof. Since \( y_+ = v - \alpha \nabla g(v) \) with \( \alpha = \frac{t}{c_A(c_A + \lambda)} \), it follows from (8.2.4) that:

\[
g(y_+) \leq g(v) - t\omega \left( \frac{\|\nabla g(v)\|_2}{c_A} \right).
\]

(8.3.4)

Now, since \( \omega(\tau) \geq \tau^2/4 \) for all \( 0 \leq \tau \leq 1 \), the inequality (8.3.4) implies:

\[
g(y_+) \leq g(v) - \frac{t}{4c_A^2} \|\nabla g(v)\|^2_2,
\]

(8.3.5)

provided that \( \|\nabla g(v)\|_2 \leq \hat{c}_A \). For any \( u := (1 - \theta)y + \theta y^* \) and \( \theta \in (0, 1) \) we have:

\[
g(v) \leq g(u) + \nabla g(v)^T(v - u) \leq (1 - \theta)g(y) + \theta g(y^*) + \nabla g(v)^T(v - (1 - \theta)y - \theta y^*).
\]

(8.3.6)

By substituting (8.3.6) and the relation \( v - (1 - \theta)y = \theta r \) into (8.3.5) we obtain:

\[
g(y_+) \leq (1 - \theta)g(y) + \theta g^* + \theta \nabla g(v)^T(r - y^*) - \frac{t}{4c_A^2} \|\nabla g(v)\|^2_2
\]

\[
= (1 - \theta)g(y) + \theta g^* + \frac{\theta^2 c_A}{t} \left[ \|r - y^*\|^2_2 - \|r - \frac{t}{2\theta c_A} \nabla g(v) - y^*\|^2_2 \right]
\]

\[
= (1 - \theta)g(y) + \theta g^* + \frac{\theta^2 c_A}{t} \left[ \|r - y^*\|^2_2 - \|r_+ - y^*\|^2_2 \right].
\]

(8.3.7)

Since \( 1/\theta^2 = (1 - \theta)/\theta^2 + 1/\theta \), by rearranging (8.3.7) we obtain (8.3.3). \( \square \)
Next, we consider the update rule of \( \theta \). We can see from (8.3.3) that if \( \theta_+ \) is updated such that \((1 - \theta_+)/\theta_+^2 = 1/\theta^2 \) then \( g(y_+) < g(y) \). The last condition leads to:
\[
\theta_+ = 0.5\theta(\sqrt{\theta^2 + 4 - \theta}).
\]
The following lemma was proved in Chapter 7.

Lemma 8.3.2. The sequence \( \{\theta_k\} \) generated by \( \theta_{k+1} := 0.5\theta_k[(\theta_k^2 + 4)^{1/2} - \theta_k] \) and \( \theta_0 = 1 \) satisfies:
\[
\frac{1}{2k+1} \leq \theta_k \leq \frac{2}{k+2}, \quad \forall k \geq 0.
\]

By Lemma 8.3.1, we have \( r_+ = r - \rho \nabla g(v) \) and \( r_+ = \frac{1}{\theta_+}(v_+ - (1 - \theta_+)y_+) \).
From these relations, we deduce that:
\[
v_+ = (1 - \theta_+)y_+ + \theta_+(r - \rho \nabla g(v)). \quad (8.3.8)
\]
Note that if we combine (8.3.8) and (8.3.1) then:
\[
v_+ = (1 - \theta_+ - \frac{\rho \theta_+}{\alpha})y_+ - \frac{(1 - \theta)\theta_+}{\theta}y_+ + \left(\frac{1}{\theta} + \frac{\rho}{\alpha}\right)\theta_+v.
\]
This is in fact the second line of (8.3.1), where \( \beta_1 := 1 - \theta_+ - \rho \theta_+ \alpha^{-1}, \beta_2 := -(1 - \theta)\theta_+ \theta^{-1} \) and \( \beta_3 := (\theta^{-1} + \rho \alpha^{-1})\theta_+ \).

Before presenting the algorithm, we show how to choose \( \hat{c}_A \) to ensure the condition \( \lambda \leq \hat{c}_A \). Indeed, from Lemma 8.2.3 we see that if we choose \( \hat{c}_A := \overline{c}_A + \|Ax^c - b\|_2 \) then \( \lambda \leq \hat{c}_A \). Now, by combining all the above analysis, we can describe the modified fast gradient algorithm in detail as follows:

Algorithm 8.3.1. (Modified fast gradient decomposition algorithm).

Initialization: Perform the following steps:

1. Given a tolerance \( \varepsilon > 0 \). Fix the parameter \( t \) at a certain value \( t > 0 \) and compute \( \hat{c}_A := \kappa \|A\|_{\text{w.r.t.}} + \|Ax^c - b\|_2 \).
2. Take an initial point \( y^0 \in \mathbb{R}^m \).
3. Set \( \theta_0 := 1 \) and \( v^0 := y^0 \).

Iteration: For \( k = 0, 1, \cdots \), perform the following steps:

Step 1: If \( \lambda_k \leq \varepsilon \) then terminate.

Step 2: Compute \( r^k := \theta_k^{-1}[v^k - (1 - \theta_k)y^k] \).
Step 3: Update $y^{k+1}$ as $y^{k+1} := v^k - \alpha_k \nabla g(v^k; t)$, where $\alpha_k = \frac{t}{\hat{c}_A (c_A + \lambda_k)}$.

Step 4: Update $\theta_{k+1} := \frac{1}{2} \theta_k [(\theta_k^2 + 4)^{1/2} - \theta_k]$.

Step 5: Update $v^{k+1} := (1 - \theta_{k+1})y^{k+1} + \theta_{k+1} (r^k - \rho_k \nabla g(v^k; t))$, where $\rho_k := \frac{t}{2\hat{c}^2_A \theta_k}$.

Step 6: Solve (8.1.7) in parallel to obtain $x^{k+1}_* := x^*(v^{k+1}; t)$. Then, form a gradient vector $\nabla g(v^{k+1}; t) := Ax^{k+1}_* - b$ and compute $\lambda_{k+1} := \|\nabla g(v^{k+1}; t)\|_2$.

End.

The core step of Algorithm 8.3.1 is Step 6, where we need to solve $M$ primal subproblems of the form (8.1.7) in parallel.

The following theorem shows the convergence of Algorithm 8.3.1.

**Theorem 8.3.1.** Let $y^0 \in \mathbb{R}^m$ be an initial point of Algorithm 8.3.1. Then the sequence $\{(y^k, v^k)\}_{k \geq 0}$ generated by Algorithm 8.3.1 satisfies:

$$g(y^k; t) - g^*(t) \leq \frac{4\hat{c}^2_A}{t(k+1)^2} \|y^0 - y^*(t)\|^2. \quad (8.3.9)$$

**Proof.** By the choice of $\hat{c}_A$ the condition $\lambda_k \leq \hat{c}_A$ is always satisfied. From (8.3.3) and the update rule of $\theta_k$, we have:

$$\frac{1}{\theta_k^2} [g(y^{k+1}) - g^*] + \frac{\hat{c}_A^2}{t} \|r^{k+1} - y^*\|^2_2 \leq \frac{1}{\theta_{k-1}^2} [g(y^k) - g^*] + \frac{\hat{c}_A^2}{t} \|r^k - y^*\|^2_2.$$

By induction, we obtain from this inequality that:

$$\frac{1}{\theta_{k-1}^2} [g(y^k) - g^*] \leq \frac{1}{\theta_0^2} [g(y^0) - g^*] + \frac{\hat{c}_A^2}{t} \| r^1 - y^* \|^2_2 \leq \frac{1 - \theta_0}{\theta_0^2} [g(y^0) - g^*] + \frac{\hat{c}_A^2}{t} \| r^0 - y^* \|^2_2,$$

for $k \geq 1$. Since $\theta_0 = 1$ and $y^0 = v^0$, we have $r^0 = y^0$ and the last inequality implies $g(y^k) - g^* \leq \frac{\hat{c}_A^2 \theta_{k-1}}{t} \| y^0 - \bar{y} \|^2_2$. Since $\theta_{k-1} \leq \frac{2}{k+1}$ due to Lemma 8.3.2, we obtain (8.3.9).

**Remark 8.3.2.** Let $\varepsilon > 0$ be a given accuracy. If we fix the penalty parameter $t := \varepsilon$ then the worst-case complexity of Algorithm 8.3.1 is $O(\frac{\hat{c}^2 A}{\varepsilon})$, where $\tau_0 := r_0(t)$ is defined as above.
Note that the constant $\hat{c}_A$ in Algorithm 8.3.1 looks rather large. Using this upper bound would lead to a slow convergence. In order to tune a better practical upper bound, let us take a constant $\hat{c}_A > 0$ and define:

$$R(\hat{c}_A; t) := \{ y \in \mathbb{R}^m \mid \| \nabla g(y; t) \|_2 \leq \hat{c}_A \}. \quad (8.3.10)$$

It is obvious that $y^*(t) \in R(\hat{c}_A; t)$. This set is a neighbourhood of the solution $y^*(t)$ of problem (8.1.9). Moreover, by and observation that the sequence $\{v^k\}$ converges to the solution $y^*(t)$, we can assume that for $k$ sufficiently large, $\{v^k\}_{t \geq k} \subseteq R(\hat{c}_A; t)$. In this case, we can apply the following switching strategy.

**Remark 8.3.3. (Switching strategy)** We can combine Algorithms 8.2.1 and 8.3.1 to obtain a switching variant:

- First, we apply Algorithm 8.2.1 to find a point $\hat{y}^0 \in \mathbb{R}^m$ and $t > 0$ such that $\| \nabla g(\hat{y}^0; t) \|_2 \leq \hat{c}_A$.
- Then, we switch to use Algorithm 8.3.1.

We notice that the sequence $\{\lambda_k\}_{k \geq 0}$ may not be monotone, the switching strategy does not ensure global convergence. However, as we will see in the following numerical tests, this variant still works well if we appropriately tune the parameter $\hat{c}_A$.

### 8.4 Numerical tests

In this section, we test the switching variant of Algorithms 8.2.1 and 8.3.1 proposed in Remark 8.3.3 which we name by PFGDA for solving the following convex programming problem:

$$\min_{x \in \mathbb{R}^n} \gamma \| x \|_1 + f(x) \quad \text{s.t.} \quad Ax = b, \ l \leq x \leq u, \quad (8.4.1)$$

where $f(x) := \sum_{i=1}^n f_i(x_i)$, and $f_i : \mathbb{R} \to \mathbb{R}$ is a convex function, $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^m$ and $l, u \in \mathbb{R}^n$ such that $l \leq 0 < u$.

We note that the feasible set $X := [l, u]$ can be decomposed into $n$ intervals $X_i := [l_i, u_i]$ and each interval is endowed with a 2-self concordant barrier $F_i(x_i) := -\ln(x_i - l_i) - \ln(u_i - x_i) + 2 \ln((u_i - l_i)/2)$ for $i = 1, \ldots, n$. Moreover, if we define $\phi(x) := -\sum_{i=1}^n[f_i(x_i) + \gamma |x_i|]$ then $\phi$ is concave and separable. Problem (8.4.1) can be reformulated equivalently to (SepCOP$\max$).
The smoothed dual function components $g_i(y; t)$ of (8.4.1) can be written as:

$$g_i(y; t) = \max_{l_i < x_i < u_i} \left\{ -f_i(x_i) - \gamma |x_i| + (A_i^T y)x_i - tF_i(x_i) \right\} - b^T y/n,$$

for $i = 1, \ldots, n$. This one-variable minimization problem is nonsmooth but it can be solved easily. In particular, if $f_i$ is affine then this problem can be solved in a closed form. In case $f_i$ is smooth, we can reformulate (8.4.1) into a smooth convex program by adding $n$ slack variables and $2n$ additional inequality constraints to handle the $\|x\|_1$ part.

We have implemented PFGDA in C++ running on a 16 cores Intel® Xeon 2.7GHz workstation with 12 GB of RAM. The algorithm was parallelized by using OpenMP. We terminated PFGDA if:

$$\text{optim} := \frac{\|\nabla g(y^k; t_k)\|_2}{\max\{1, \|\nabla g(y^0; t_0)\|_2\}} \leq 10^{-3} \text{ and } t_k \leq 10^{-2}.$$ 

We have also implemented two algorithms, Algorithm 7.3.1 and Algorithm 7.4.1 in Chapter 7 which we named 2pDecompAlg and 2dDecompAlg, respectively, for solving problem (8.4.1) and compared them with PFGDA. We terminated 2pDecompAlg and 2dDecompAlg by using the same conditions as in Chapter 7 with the tolerances $\varepsilon_{\text{feas}} = \varepsilon_{\text{fun}} = \varepsilon_{\text{obj}} = 10^{-3}$ and $j_{\text{max}} = 3$. We also terminated all three algorithms if the maximum number of iterations $\text{maxiter} := 10,000$ was reached. In the last case we declare that the algorithm is failed.

**Basis pursuit problems**

If the function $f(x) \equiv 0$ for all $x$ then problem (8.4.1) becomes a bound constrained basis pursuit problem to recover the sparse coefficient vector $x$ of given signals based on a transform operator $A$ and a vector of observations $b$. We assume that $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^m$ and $x \in \mathbb{R}^n$, where $m < n$ and $x$ has $k$ nonzero elements ($k \ll n$).

In this case, we only illustrate PFGDA by applying it to solve some small size test problems. In order to generate a test problem, we generate a random orthogonal matrix $A$ and a random vector $x_0$ which has $k$ nonzero elements. Then we define vector $b$ as $b := Ax_0$.

We test PFGDA on the four problem instances such that $[m, n, k]$ are $[50, 128, 14]$, $[100, 256, 20]$, $[200, 512, 30]$ and $[500, 1024, 50]$. The results reported by PFGDA are plotted in Figure 8.2.

As we can see from these figures that the vector of recovered coefficients $x$ matches very well the vector of original coefficients $x_0$ in these four problems. PFGDA requires 376, 334, 297 and 332 iterations, respectively in the four problem instances.
Nonlinear separable convex programming problems

In order to test the performance of PFGDA, we generate in this case a large test-set of problems and compare the performance of PFGDA with 2pDecompAlg and 2dDecompAlg. The performance profiles were built as in Chapter 7.

The test problems were generated as follows. We chose the objective function \( f_i(x_i) := e^{-\gamma_i x_i} - 1 \), where \( \gamma_i > 0 \) is a given parameter for \( i = 1, \ldots, n \). Matrix \( A \) was generated randomly in \([-1, 1]\) and then was normalized by \( A/\|A\|_{\infty} \).

We generated a sparse vector \( x_0 \) randomly in \([-2, 2]\) with the density 2\% and defined a vector \( b := Ax \). Vector \( \gamma := (\gamma_1, \cdots, \gamma_n)^T \) was sparse and generated randomly in \([0, 0.5]\). The lower bound \( l_i \) and the upper bounds \( u_i \) were set to \(-3\) and \(3\), respectively for all \( i = 1, \ldots, n \).

We tested three algorithms on a collection of 50 random problem instances with \( m \) from 200 to 1,500 and \( n \) from 1,000 to 15,000. The performance profiles are plotted in Figure 8.3.

Based on this test, we can make the following observations. Both algorithms, PDGDA and 2dDecompAlg, can solve all the test problems, while 2pDecompAlg can only solve 46/50 (92\%) problems. PFGDA requires a significantly fewer iterations...
Figure 8.3: Performance profiles in $\log_2$ scale of three algorithms.

than $2p\text{DecompAlg}$ and $2d\text{DecompAlg}$, and it has the best performance on 100% problems in terms of number of iterations. $2d\text{DecompAlg}$ is the best in terms of computational time where it reaches 100% the test problem with the best performance. However, the number of nonzero elements of the obtained solution in PFGDA matches very well the vector of original coefficients $x_0$, while it is rather bad in $2p\text{DecompAlg}$ and $2d\text{DecompAlg}$ as we can see from the last figure. In other words, $2d\text{DecompAlg}$ is not good at finding a sparse solution in this example.

8.5 Conclusion

This chapter has devoted to studying self-concordant barrier smoothing technique and gradient-type decomposition methods for separable convex optimization. We have proved some local and global estimates between the original dual function and the smoothed dual function. Then, two gradient-type decomposition algorithms have been proposed. The first algorithm is a path-following gradient decomposition method and the second is a modified fast gradient decomposition method. The convergence of both algorithms has been
investigated and their convergence rate has been established. These algorithms possess two advantages as indicated earlier compared to the methods proposed in the previous chapter. Finally, numerical tests have been implemented to verify the performance of these algorithms.
Chapter 9

An inexact perturbed path-following decomposition algorithm

In Chapter 8 we have studied a path-following gradient decomposition method for solving \((\text{SepCOP}_{\text{max}})\). This method does not require any assumption imposed on the objective function of the problem except concavity. In this chapter, we take a closer look at the structure of this function where we assume that the objective function of problem \((\text{SepCOP}_{\text{max}})\) is self-concordant or is compatible with the barrier of the feasible set \([147]\). Such problems also arise in many cases such as linear and quadratic programming. This allows us to apply interior-point decomposition methods to solve the smoothed dual problem instead of gradient-type methods.

Contribution of Chapter 9. The contribution of this chapter is as follows:

a) We propose a new two-phase inexact perturbed path-following decomposition algorithm for solving \((\text{SepCOP}_{\text{max}})\). Both phases allow one to solve the primal subproblems approximately. The whole algorithm is highly parallelizable.

b) The convergence and the worst-case complexity of the algorithm are investigated under standard assumptions used in any interior point method.
c) As a special case, an exact path-following decomposition algorithm studied in [132, 136, 172, 218] is obtained. However, for this variant we obtain better values for the radius of the neighborhood of the central path compared to those from related existing methods.

Let us emphasize some differences between the proposed method and related existing methods. First, the new algorithm allows us to solve the primal subproblems inexactly, where the inexactness in the early iterations of the path-following algorithm can be high, resulting in significant time savings when the solution of the primal subproblems requires a high computational cost. Note that the proposed algorithm is different from the one considered in [220] for linear programming, where the inexactness of the primal subproblems was defined in a different way. Then, by analyzing directly the convergence of the algorithm based on the monograph [143], the theory presented in this chapter is self-contained. Moreover, it also allows us to optimally choose the parameters and to trade-off between the convergence rate of the master problem and the accuracy of the primal subproblems. Finally, in the exact case, the radius of the neighborhood of the central path is \((3 - \sqrt{5})/2 \approx 0.38197\) which is larger than \(2 - \sqrt{3} \approx 0.26795\) of the previous methods [132, 136, 172, 218]. Moreover, since the performance of an interior point algorithm crucially depends on the parameters of the algorithm, we analyze directly the path-following iterations to select these parameters in an appropriate way.

Outline of Chapter 9. This chapter is organized as follows. Section 9.1 considers the self-concordance of the smoothed dual function and shows how to recover the optimality and the feasibility gaps of the original problem. Section 9.2 presents an inexact perturbed path-following decomposition algorithm and investigates the convergence and the worst-case complexity of the algorithm. Section 9.3 deals with an exact variant of the algorithm presented in Section 9.2. Section 9.4 discusses implementation details of the method. Section 9.5 provides a numerical example to test the performance of the proposed algorithms. We end this chapter with some conclusion.

9.1 Self-concordance of smoothed dual function

If the function \(-\phi_i\) of problem \(\text{SepCOP}_{\text{max}}\) is self-concordant on \(\text{dom}(\phi_i)\) with a parameter \(\kappa_{\phi_i}\), then the family of the functions \(tF(\cdot) - \phi_i(\cdot)\) is also self-concordant on \(\text{dom}(\phi_i) \cap \text{dom}(F_i)\). Consequently, the smoothed dual function \(g(\cdot; t)\) is self-concordant due to Legendre’s transformation as stated in the following lemma, see e.g. [132, 136, 172, 218].
Lemma 9.1.1. Suppose that Assumptions A.6.1.7 and A.8.1.10 are satisfied. Suppose further that $-\phi_i$ is $\kappa_{\phi_i}$-self-concordant. Then, for $t > 0$, the function $g_i(\cdot; t)$ defined by (8.1.7) is self-concordant with the parameter $\kappa_{g_i} := \max\{\kappa_{\phi_i}, 2/\sqrt{t}\}$, $i = 1, \ldots, M$. Consequently, $g(\cdot; t)$ is self-concordant with the parameter $\kappa_g := \max_{1 \leq i \leq M} \kappa_{g_i}$.

Similar to the standard path-following methods studied in [143, 147], in the following discussion, we assume that $\phi_i$ is linear as stated in the following assumption.

Assumption A.9.1.11. The function $\phi_i$ is linear, i.e. $\phi_i(x_i) := c_i^T x_i$ for $i = 1, \ldots, M$.

Let $c := (c_1, \ldots, c_M)$ be a column vector formed from sub-vectors $c_i$ for $i = 1, \ldots, M$. Assumption A.9.1.11 and Lemma 9.1.1 imply that $g(\cdot; t)$ is $2/\sqrt{t}$-self-concordant. Since $\phi_i$ is linear, the optimality condition (8.1.8) is rewritten as:

$$c + A^T y - t \nabla F(x^*(y; t)) = 0. \quad (9.1.1)$$

Let $Y \subseteq \mathbb{R}^m$ be the restricted domain of the dual function $g$ as considered in (8.1.15). The following lemma provides an explicit formula to compute the derivatives of $g(\cdot; t)$. The proof can be found in [136, 218].

Lemma 9.1.2. Suppose that Assumptions A.6.1.7, A.8.1.10 and A.9.1.11 are satisfied. Then the gradient vector and the Hessian matrix of $g(\cdot; t)$ on $Y$ are respectively given as:

$$\nabla g(y; t) = Ax^*(y; t) - b \quad \text{and} \quad \nabla^2 g(y; t) = t^{-1} A \nabla^2 F(x^*(y; t))^{-1} A^T, \quad (9.1.2)$$

where $x^*(y; t)$ is the solution of the primal subproblem (8.1.7).

Note that since $A$ is full-row rank and $\nabla^2 F(x^*(y; t)) \succ 0$, we can see that $\nabla^2 g(y; t) \succ 0$ for any $y \in Y$. Now, since $g(\cdot; t)$ is $2/\sqrt{t}$ self-concordant, if we define:

$$\tilde{g}(y; t) := t^{-1} g(y; t), \quad (9.1.3)$$

then $\tilde{g}(\cdot; t)$ is standard self-concordant, i.e. $\kappa_{\tilde{g}} = 2$, due to [143, Corollary 4.1.2].

For a given vector $v \in \mathbb{R}^m$, we define the local norm $\|v\|_y$ of $v$ w.r.t. $\tilde{g}(\cdot; t)$ as $\|v\|_y := [v^T \nabla^2 \tilde{g}(y; t)v]^{1/2}$ and the corresponding dual norm $\|u\|_y^*$ of $u$ as $\|u\|_y^* := [u^T \nabla^2 \tilde{g}(y; t)^{-1}u]^{1/2}$.

Optimality and feasibility recovery

In this subsection, we show the relations between the master problem (8.1.9), the original dual problem (8.1.1) and the original primal problem (SepCOP$_{\text{max}}$).
Let us define the Newton decrement of $\tilde{g}(\cdot,t)$ as follows:

$$
\lambda = \lambda_{\tilde{g}(\cdot,t)}(y) := \|\nabla \tilde{g}(y;t)\|_y^* = \left[\nabla \tilde{g}(y;t)\nabla^2 \tilde{g}(y;t)^{-1}\nabla \tilde{g}(y;t)\right]^{1/2}.
$$

(9.1.4)

The following lemma shows the gap between $g(y;t)$ and $g^*(t)$.

**Lemma 9.1.3.** Suppose that Assumptions **A.6.1.7, A.8.1.10** and **A.9.1.11** are satisfied. Then, for any $y \in Y$ and $t > 0$ such that $\lambda_{\tilde{g}(\cdot,t)}(y) \leq \beta < 1$, we have:

$$
0 \leq t\omega(\lambda_{\tilde{g}(\cdot,t)}(y)) \leq g(y;t) - g^*(t) \leq t\omega_*(\lambda_{\tilde{g}(\cdot,t)}(y)).
$$

(9.1.5)

Moreover, it holds that:

$$
(c + A^Ty)^T(u - x^*(y;t)) \leq t\nu \text{ and } \|Ax^*(y;t) - b\|_y^* \leq t\beta,
$$

(9.1.6)

for all $u \in X$.

**Proof.** Since $\tilde{g}(\cdot;t)$ is standard self-concordant and $y^*(t) = \text{argmin}\{\tilde{g}(y;t) \mid y \in Y\}$, for any $y \in Y$ such that $\lambda \leq \beta < 1$, by applying [143, Theorem 4.1.13, inequality 4.1.17], we have:

$$
0 \leq \omega(\lambda) \leq \tilde{g}(y;t) - \tilde{g}(y^*(t);t) \leq \omega_*(\lambda).
$$

By (9.1.3), these inequalities are equivalent to (9.1.5). It follows from the optimality condition (9.1.1) that $c + A^Ty = t\nabla F(x^*(y;t))$. Hence, by [143, Theorem 4.2.4], we have:

$$
(c + A^Ty)^T(u - x^*(y;t)) = t\nabla F(x^*(y;t))^T(u - x^*(y;t)) \leq t\nu,
$$

for any $u \in \text{dom}F$. Since $X \subseteq \text{dom}F$, the last inequality implies the first condition in (9.1.6). Furthermore, from (9.1.2) we have $\nabla g(y;t) = Ax^*(y;t) - b$. Therefore,

$$
\|Ax^*(y;t) - b\|_y^* = t\|\nabla \tilde{g}(y^*(t);t)\|_y^* = t\lambda_{\tilde{g}(\cdot,t)}(y) \leq t\beta,
$$

which proves the second inequality in (9.1.6). 

Let us recall the optimality condition for the primal-dual problems ($\text{SepCOP}_{\text{max}}$)- (8.1.1) as:

$$
\begin{cases}
0 \in c + A^Ty_0^* - N_X(x_0^*), & \forall (x_0^*,y_0^*) \in \mathbb{R}^n \times \mathbb{R}^m, \\
0 = Ax_0^* - b,
\end{cases}
$$

(9.1.7)
where $\mathcal{N}_X(x)$ is the normal cone of $X$ at $x$. Since $X^*$ is nonempty, the first inclusion also indicates implicitly that $x^*_0 \in X$. Moreover, if $x^*_0 \in X$ then (9.1.7) can be expressed equivalently to:

$$(c + A^T y^*_0)^T (u - x^*_0) \leq 0, \ \forall u \in X.$$  

Now, we define an approximate solution of $(\text{SepCOP}_{\max}^\text{primal})$-(8.1.1) as follows.

**Definition 9.1.1.** For a given tolerance $\varepsilon_p \geq 0$, a point $(\tilde{x}^*, \tilde{y}^*) \in X \times \mathbb{R}^m$ is said to be an $\varepsilon_p$-solution of $(\text{SepCOP}_{\max}^\text{primal})$-(8.1.1) if $(c + A^T \tilde{y}^*)^T (u - \tilde{x}^*) \leq \varepsilon_p$ for all $u \in X$ and $\|A\tilde{x}^* - b\|_{\tilde{y}^*} \leq \varepsilon_p$.

It is clear that for any point $x \in \text{int}(X)$, $\mathcal{N}_X(x) = \{0\}$. Furthermore, according to (9.1.7), the conditions in Definition (9.1.1) are well-defined.

Finally, we note that $\nu \geq 1$, $\beta < 1$ and $x^*(y; t) \in \text{int}(X)$. By (9.1.6), if we choose the tolerance $\varepsilon_p := \nu t$ then $(x^*(y; t), y)$ is an $\varepsilon_p$-solution of $(\text{SepCOP}_{\max}^\text{primal})$-(8.1.1) in the sense of Definition 9.1.1. We denote the feasibility gap by $F(y; t) := \|Ax^*(y; t) - b\|_y^*$ for further references.

### 9.2 Inexact perturbed path-following decomposition method

This section presents an inexact perturbed path-following decomposition algorithm for solving (8.1.1).

**Inexact solution of the primal subproblems**

First, we define an inexact solution of (8.1.7) by using local norms. For a given $y \in Y$ and $t > 0$, suppose that we solve approximately (8.1.7) up to a given accuracy $\bar{\delta} \geq 0$. More precisely, we define this approximation as follows.

**Definition 9.2.1.** For given $\bar{\delta} \in [0, 1)$, a vector $\tilde{x}_\bar{\delta}(y; t)$ is said to be a $\bar{\delta}$-approximate solution of $x^*(y; t)$ if:

$$\|\tilde{x}_\bar{\delta}(y; t) - x^*(y; t)\|_{x^*(y; t)} \leq \bar{\delta}. \quad (9.2.1)$$

Associated with $\tilde{x}_\bar{\delta}(\cdot)$, we define the following function:

$$g_\bar{\delta}(y; t) := c^T \tilde{x}_\bar{\delta}(y; t) + y^T (A\tilde{x}_\bar{\delta}(y; t) - b) - tF(\tilde{x}_\bar{\delta}(y; t)). \quad (9.2.2)$$
This function can be considered as an inexact version of $g$. Next, we introduce two quantities:

$$
\nabla g_\delta(y; t) := A\bar{x}_\delta(y; t) - b, \quad \text{and} \quad \nabla^2 g_\delta(y; t) := t^{-1}A\nabla^2 F(\bar{x}_\delta(y; t))^{-1}A^T. \quad (9.2.3)
$$

Since $x^*(y; t) \in \text{dom}(F)$, we can choose an appropriate $\delta \geq 0$ such that $\bar{x}_\delta(y; t) \in \text{dom}(F)$. Hence, $\nabla^2 F(\bar{x}_\delta(y; t))$ is positive definite which means that $\nabla^2 g_\delta$ is well-defined. Note that $\nabla g_\delta$ and $\nabla^2 g_\delta$ are not the gradient vector and Hessian matrix of $g_\delta(\cdot; t)$, respectively. Nevertheless, due to Lemma 9.1.2 and (9.2.1), we can consider these quantities as an approximate gradient vector and Hessian matrix of $g(\cdot; t)$, respectively.

Let

$$
\bar{g}_\delta(y; t) := t^{-1}g_\delta(y; t), \quad (9.2.4)
$$

and $\bar{\lambda}$ be the inexact Newton decrement of $\bar{g}_\delta$ which is defined by:

$$
\bar{\lambda} = \bar{\lambda}_{\bar{g}_\delta(\cdot; t)}(y) := \|\nabla \bar{g}_\delta(y; t)\|_y^* = \left[\nabla \bar{\bar{g}}_\delta(y; t)\nabla^2 \bar{g}_\delta(y; t)^{-1}\nabla \bar{g}_\delta(y; t)\right]^{1/2}. \quad (9.2.5)
$$

Here, we use the norm $\|\cdot\|_y$ to distinguish it from $\|\cdot\|_y^*$.

### The algorithmic framework

From Lemma 9.1.3 we see that if we can generate a sequence $\{y^k, t_k\}_{k \geq 0}$ such that $\lambda_k := \lambda_{\bar{g}_\delta(\cdot; t_k)}(y^k) \leq \beta < 1$, then:

$$
g(y^k; t_k) \uparrow g^* = \phi^* \quad \text{and} \quad F(y^k; t_k) \to 0, \quad \text{as} \quad t_k \downarrow 0^+.
$$

Therefore, the aim of the algorithm is to generate a sequence $\{y^k, t_k\}_{k \geq 0}$ such that $\lambda_k \leq \beta < 1$ and $t_k \downarrow 0^+$. First, we fix $t = t_0 > 0$ and find a point $y^0 \in Y$ such that $\lambda_{\bar{g}_\delta(\cdot; t_0)}(y^0) \leq \beta$. Then we simultaneously update $y^k$ and $t_k$ in a path-following manner such that $t_k \downarrow 0^+$. The algorithmic framework is presented as follows.

**Algorithm 9.2.1.** *(Inexact-perturbed path-following decomposition framework).*

**Initialization.** Choose an appropriate $\beta \in (0, 1)$ and a tolerance $\varepsilon_y > 0$. Fix $t = t_0 > 0$ a priori.

**Phase 1.** *(Determine a starting point $y^0 \in Y$ such that $\lambda_{\bar{g}_\delta(\cdot; t_0)}(y^0) \leq \beta$).*

Choose an initial vector $y^{0,0} \in Y$.

For $j = 0, 1, \ldots, J_{\text{max}}$, perform the following steps:

1. If $\lambda_j := \lambda_{\bar{g}_\delta(\cdot; t_0)}(y^{0,j}) \leq \beta$ then set $y^0 := y^{0,j}$ and terminate.
2. Solve (8.1.7) in parallel to obtain an approximation of $x^*(y^{0,j}; t_0)$. 
3. Evaluate $\nabla g_\delta(y^{0,j};t_0)$ and $\nabla^2 g_\delta(y^{0,j};t_0)$ by (9.2.3).

4. Perform the inexact-perturbed damped Newton step: $y^{0,j+1} := y^{0,j} - \alpha_j \nabla^2 g_\delta(y^{0,j};t_0)^{-1} \nabla g_\delta(y^{0,j};t_0)$, where $\alpha_j \in (0,1]$ is a given step size.

**Phase 2. (Path-following iterations).**

Compute an appropriate value $\sigma \in (0,1)$.

For $k = 0,1,\ldots,k_{\max}$, perform the following steps:

1. If $t_k \leq \varepsilon_g/\omega_*(\beta)$ then terminate.

2. Update $t_{k+1} := (1 - \sigma) t_k$.

3. Solve (8.1.7) in parallel to obtain an approximation of $x^*(y^k;t_{k+1})$.

4. Evaluate the quantities $\nabla g_\delta(y^k;t_{k+1})$ and $\nabla^2 g_\delta(y^k;t_{k+1})$ as in (9.1.2).

5. Perform the inexact-perturbed full-step Newton step as $y^{k+1} := y^k - \nabla^2 g_\delta(y^k;t_{k+1})^{-1} \nabla g_\delta(y^k;t_{k+1})$.

**Output.** An $\varepsilon_g$-approximate solution $y^k$ of problem (8.1.9), i.e. $0 \leq g(y^k;t_k) - g^*(t_k) \leq \varepsilon_g$.

**End.**

This algorithm is still conceptual. In the following subsections, we shall discuss each step of this algorithmic framework in detail. We note that the proposed algorithm provides an $\varepsilon_g$-approximate solution $y^k$ such that $t_k \leq \varepsilon_t := \omega_*(\beta)^{-1} \varepsilon_g$. Now, by solving the primal subproblem (8.1.7), we obtain $x^*(y^k;t_k)$ as an $\varepsilon_p$-solution of (SepCOP$_{\max}$) in the sense of Definition 9.1.1, where $\varepsilon_p := \nu \varepsilon_t$. The maximum numbers of iterations $j_{\max}$ and $k_{\max}$ will be defined in the sequel.

**Computing inexact solutions**

The condition (9.2.1) can not be used in practice to compute $\bar{x}_\delta$ since $x^*(y;t)$ is unknown. We need to show how to compute $\bar{x}_\delta$ practically such that (9.2.1) holds.

For the sake of notational simplicity, we abbreviate by $\bar{x}_\delta := \bar{x}_\delta(y;t)$ and $x^* := x^*(y;t)$. The error of the approximate solution $\bar{x}_\delta$ to $x^*$ is defined as:

$$\delta(\bar{x}_\delta, x^*) := \|\bar{x}_\delta(y;t) - x^*(y;t)\|_{x^*(y;t)}.$$  

(9.2.6)

The following lemma gives a criterion such that the condition (9.2.1) holds.
Lemma 9.2.1. Let $\delta(\bar{x}_\delta, x^*)$ be defined by (9.2.6) such that $\delta(\bar{x}_\delta, x^*) < 1$. Then:

$$0 \leq t\omega(\delta(\bar{x}_\delta, x^*)) \leq g(y; t) - g_\delta(y; t) \leq t\omega_*(\delta(\bar{x}_\delta, x^*)).$$

(9.2.7)

Moreover, if:

$$E^c_\delta := \left\| c + ATy - t\nabla F(\bar{x}_\delta) \right\|_{x^*}^* \leq \varepsilon_g := \left[ \kappa_\nu(1 + \delta) \right]^{-1}\delta t,$$

(9.2.8)

where $\kappa_\nu := \nu + 2\sqrt{v}$, then $\bar{x}_\delta(y; t)$ satisfies (9.2.1). Consequently, if $t \leq \omega_*(\beta)^{-1}\varepsilon_g$ and $\delta < 1$ then:

$$|g_\delta(y; t) - g^*(t)| \leq \left[ 1 + \omega_*(\beta)^{-1}\omega_*(\delta) \right] \varepsilon_g.$$  

(9.2.9)

Proof. It follows from the definitions of $g(\cdot, t)$ and $g_\delta(\cdot, t)$, and (9.1.1) that:

$$g(y; t) - g_\delta(y; t) = [c + ATy](x^* - \bar{x}_\delta) - t[F(x^*) - F(\bar{x}_\delta)]$$

$$= -t[F(x^*) + \nabla F(x^*)^T(\bar{x}_\delta - x^*) - F(\bar{x}_\delta)].$$

Since $F$ is self-concordant, by applying [143, Theorems 4.1.7 and 4.1.8], and the definition of $\delta(\bar{x}_\delta, x^*)$, the above equality implies that:

$$0 \leq t\omega(\delta(\bar{x}_\delta, x^*)) \leq g(y; t) - g_\delta(y; t) \leq t\omega_*(\delta(\bar{x}_\delta, x^*)),$$

which is indeed (9.2.7).

Next, by using again (9.1.1) and the definition of $E^c_\delta$ we have:

$$E^c_\delta \overset{(9.1.1)}{=} t\left\| \nabla F(\bar{x}_\delta) - \nabla F(x^*) \right\|_{x^*}^* \geq \kappa_\nu^{-1}t \left\| \nabla F(\bar{x}_\delta) - \nabla F(x^*) \right\|_{x^*}^*,$$

where the last inequality follows from [143, Corollary 4.2.1]. Combining this inequality and [143, Theorem 4.1.7], we obtain:

$$\frac{\delta(\bar{x}_\delta, x^*)^2}{1 + \delta(\bar{x}_\delta, x^*)} \leq \left[ \nabla F(\bar{x}_\delta) - \nabla F(x^*) \right]^T(\bar{x}_\delta - x^*)$$

$$\leq \left\| \nabla F(\bar{x}_\delta) - \nabla F(x^*) \right\|_{x^*}^* \left\| \bar{x}_\delta - x^* \right\|_{x^*}$$

$$\leq t^{-1}\kappa_\nu E^c_\delta \delta(\bar{x}_\delta, x^*).$$

Hence, we get:

$$\delta(\bar{x}_\delta, x^*) \leq \left[ t - \kappa_\nu E^c_\delta \right]^{-1}\kappa_\nu E^c_\delta,$$

(9.2.10)

provided that $t > \kappa_\nu E^c_\delta$. Let us define an accuracy $\varepsilon_\rho$ for the primal subproblem (8.1.7) as $\varepsilon_\rho := \left[ \kappa_\nu(1 + \delta) \right]^{-1}\delta t \geq 0$. Then it follows from (9.2.10) that if $E^c_\delta \leq \left[ \kappa_\nu(1 + \delta) \right]^{-1}\delta t$ then $\bar{x}_\delta(y; t)$ satisfies (9.2.1). It remains to consider the distance from $g_\delta$ to $g^*(t)$ when $t$ is sufficiently small. Suppose that $t \leq \omega_*(\beta)^{-1}\varepsilon_g$. Then, by combining (9.1.5) and (9.2.7) we obtain (9.2.9).
Remark 9.2.1. Since
\[ E_{\delta} := \|c + A^T y - t \nabla F(\bar{x}_{\delta})\|^{*}_{\bar{x}_{\delta}} \geq (1 - \bar{\delta}) \|c + A^T y - t \nabla F(\bar{x}_{\delta})\|^{*}_{x^{*}}, \]
by the same argument as in the proof of Lemma 9.2.1, we can show that if
\[ E_{\delta} \leq \hat{\varepsilon}_p, \]
where \( \hat{\varepsilon}_p := \frac{\bar{\delta}(1 - \bar{\delta})t}{1 + \bar{\delta}} \), then (9.2.1) holds. This condition can be used instead of (9.2.8) to terminate the algorithm presented in the next section.

Phase 2: The path-following scheme with inexact-perturbed full-step Newton iterations

Now, we analyze Steps 2-5 in Phase 2 of the algorithmic framework. In the path-following fashion, we only perform one inexact-perturbed full-step Newton (IPFNT) iteration for each value of the parameter \( t \). Thus one iteration of this scheme is specified as follows:

\[
\begin{align*}
  t_+ &:= t - \Delta t, \\
y_+ &:= y - \nabla^2 \tilde{g}_{\delta}(y; t_+)^{-1}\nabla \tilde{g}_{\delta}(y; t_+).
\end{align*}
\]  

(9.2.11)

Since the Newton method is invariant under linear transformations, by (9.2.2), the second line of (9.2.11) is equivalent to:

\[
y_+ := y - \nabla^2 \tilde{g}_{\delta}(y; t_+)^{-1}\nabla \tilde{g}_{\delta}(y; t_+).
\]  

(9.2.12)

For the sake of notational simplicity, we denote all the functions at \((y_+; t_+)\) and \((y; t_+)\) by the sub-index “+” and “1”, respectively, and at \((y; t)\) without index in the following analysis. More precisely, we denote by:

\[
\begin{align*}
  \bar{\lambda}_+ &:= \bar{\lambda}_{\tilde{g}_{\delta}(::t_+)}(y_+), & \delta_+ &:= \|\bar{x}_{\delta}(y_+; t_+) - x^{*}(y_+; t_+)\|_{x^{*}(y_+; t_+)}, \\
  \bar{\lambda}_1 &:= \bar{\lambda}_{\tilde{g}_{\delta}(::t_+)}(y), & \delta_1 &:= \|\bar{x}_{\delta}(y; t_+) - x^{*}(y; t_+)\|_{x^{*}(y; t_+)}, \\
  \bar{\lambda} &:= \bar{\lambda}_{\tilde{g}_{\delta}(::t)}(y), & \delta &:= \|\bar{x}_{\delta}(y; t) - x^{*}(y; t)\|_{x^{*}(y; t)},
\end{align*}
\]  

(9.2.13)

and by

\[
\Delta := \|\bar{x}_{\delta}(y; t_+) - \bar{x}_{\delta}(y; t)\|_{\bar{x}_{\delta}(y; t)} \text{ and } \Delta^{*} := \|x^{*}(y; t_+) - x^{*}(y; t)\|_{x^{*}(y; t)}.
\]  

(9.2.14)

Note that the above notation does not cause any confusion since it can be recognized from the context.

The main estimate

Now, by using the notation in (9.2.13) and (9.2.14), we provide a main estimate which will be used to analyze the convergence of the algorithm presented in Subsection 9.2.
Lemma 9.2.2. Let $y \in Y$ be given and $t > 0$. Let $(y_+, t_+)$ be a pair generated by (9.2.11). Suppose that $\delta_1 + 2\Delta + \bar{\lambda} < 1$, $\delta_+ < 1$ and $\xi := \frac{\Delta + \bar{\lambda}}{1 - \delta_1 - 2\Delta - \bar{\lambda}}$. Then:

$$\bar{\lambda}_+ \leq (1 - \delta_+)^{-1} \left\{ \delta_+ + \delta_1 + \xi^2 + \delta_1 \left[ (1 - \delta_1)^{-2} + 2(1 - \delta_1)^{-1} \right] \xi \right\}. \tag{9.2.15}$$

Moreover, the right-hand side of (9.2.15) is nondecreasing w.r.t. all variables $\delta_+$, $\delta_1$, $\Delta$ and $\lambda$.

In particular, if we set $\delta_+ = 0$ and $\delta_1 = 0$, i.e. the primal subproblem (8.1.7) is assumed to be solved exactly, then $\bar{\lambda}_+ = \lambda_+$, $\bar{\lambda} = \lambda$ and (9.2.15) reduces to:

$$\lambda_+ \leq (1 - 2\Delta^* - \lambda)^{-2} (\lambda + \Delta^*)^2, \tag{9.2.16}$$

provided that $\lambda + 2\Delta^* < 1$.

For clarity of the exposition we move the proof of this lemma to Appendix A.2.

**Maximum neighborhood of the central path**

The key point of the path-following algorithm is to determine the maximum neighborhood of the central path $(\beta^*, \beta^*) \subseteq (0, 1)$ such that:

For any $\beta \in (\beta^*, \beta^*)$, if $\bar{\lambda} \leq \beta$ then $\bar{\lambda}_+ \leq \beta$.

Now, we analyze the estimate (9.2.15) to find the parameters $\bar{\delta}$ and $\Delta$ such that the last condition holds.

Suppose that $\bar{\delta} \geq 0$ as in Definition 9.2.1. First, we construct the following parametric cubic polynomial:

$$\mathcal{P}_{\bar{\delta}}(\beta) := c_0(\bar{\delta}) + c_1(\bar{\delta})\beta + c_2(\bar{\delta})\beta^2 + c_3(\bar{\delta})\beta^3, \tag{9.2.17}$$

where the coefficients are given by:

$$\begin{aligned}
c_0(\bar{\delta}) &:= -2\bar{\delta}(1 - \bar{\delta})^2 \leq 0, \\
c_1(\bar{\delta}) &:= (1 - \bar{\delta})^{-1} [1 - 3\bar{\delta} + \bar{\delta}^4], \\
c_2(\bar{\delta}) &:= \bar{\delta}[(1 - \bar{\delta})^{-2} + 2(1 - \bar{\delta})^{-1} - 3 + 2\bar{\delta}(1 - \bar{\delta})], \\
c_3(\bar{\delta}) &:= 1 - \bar{\delta} > 0.
\end{aligned}$$

Then we define:

$$p := \bar{\delta}[(1 - \bar{\delta})^{-2} + 2(1 - \bar{\delta})^{-1}], \quad q := (1 - \bar{\delta})\beta - 2\bar{\delta} \quad \text{and} \quad \theta := 0.5(\sqrt{p^2 + 4q} - p). \tag{9.2.18}$$

The following theorem provides the conditions such that if $\bar{\lambda} \leq \beta$ then $\bar{\lambda}_+ \leq \beta$. 
Theorem 9.2.2. Suppose that \( \tilde{\delta} \in [0, \tilde{\delta}_{\text{max}}] := [0, 0.043286] \) is fixed and \( \theta \) is defined by (9.2.18). Then the polynomial \( P_{\tilde{\delta}} \) defined by (9.2.17) has three nonnegative real roots \( 0 \leq \beta_* < \beta^* < \beta_3 \). Moreover, if we choose \( \beta \in (\beta_*, \beta^*) \) and compute \( \bar{\Delta} := \frac{\theta(1-\tilde{\delta}-\beta)}{1+2\theta} \) then \( \bar{\Delta} > 0 \) and, for \( 0 \leq \delta_+ \leq \bar{\delta} \), \( 0 \leq \delta_1 \leq \bar{\delta} \) and \( 0 \leq \Delta \leq \bar{\Delta} \), the condition \( \bar{\lambda} \leq \beta \) implies \( \bar{\lambda}_+ \leq \beta \).

Proof. Let us define \( \bar{\xi} := \frac{\Delta + \beta}{1-\delta-\beta-2\Delta} \) and:

\[
\varphi(\beta, \bar{\delta}, \bar{\Delta}) := (1 - \bar{\delta})^{-1}\{2\bar{\delta} + \bar{\xi}^2 + \bar{\delta}[(1 - \bar{\delta})^{-2} + 2(1 - \bar{\delta})^{-1}]\bar{\xi}\}.
\]

By assumption \( \bar{\lambda} \leq \beta \), it follows from Lemma 9.2.2 that if \( \varphi(\beta, \bar{\delta}, \bar{\Delta}) \leq \beta \) then \( \bar{\lambda}_+ \leq \beta \). This condition holds if:

\[
\begin{align*}
\text{a)} & \quad 0 \leq \bar{\xi} \leq (\sqrt{p^2 + 4q} - p)/2 \equiv \theta \quad \text{and} \\
\text{b)} & \quad 0 \leq \bar{\delta} \leq \beta/(\beta + 2),
\end{align*}
\]

where \( p \) and \( q \) are defined by (9.2.18). The condition \( \text{a)} \) is equivalent to \( (1+2\theta)\Delta \leq \theta(1-\bar{\delta}-\beta) - \beta \). Because \( \bar{\Delta} > 0 \), we need \( \theta > (1-\bar{\delta}-\beta)^{-1}\beta \). This is guaranteed if \( P_{\tilde{\delta}}(\beta) > 0 \), where \( P_{\tilde{\delta}} \) is defined in (9.2.17). By a well-known characteristic of a cubic polynomial, \( P_{\tilde{\delta}}(\beta) \) has three real roots if:

\[
18c_0c_1c_2c_3 - 4c_2^3c_0 + c_2^2c_1^2 - 4c_3c_1^3 - 27c_3^2c_0^2 \geq 0.
\]

By numerically checking the last condition, we can show that if \( 0 \leq \bar{\delta} \leq \tilde{\delta}_{\text{max}} := 0.043286 \) then the three roots satisfy \( 0 \leq \beta_* < \beta^* < \beta_3 \) and \( P_{\tilde{\delta}}(\beta) > 0 \) for all \( \beta \in (\beta_*, \beta^*) \). With such values of \( \bar{\delta} \) and \( \beta \) we have \( \theta > (1-\bar{\delta}-\beta)^{-1}\beta \) and the condition \( \text{b)} \) is also satisfied. Eventually, if we define \( \bar{\Delta} := \frac{\theta(1-\tilde{\delta}-\beta)}{1+2\theta} > 0 \) and choose \( \bar{\delta}, \beta \) and \( \Delta \) such that \( 0 \leq \bar{\delta} \leq \tilde{\delta}_{\text{max}}, \beta \in (\beta_*, \beta^*) \) and \( 0 \leq \Delta \leq \bar{\Delta} \) then \( \bar{\lambda} \leq \beta \) implies \( \bar{\lambda}_+ \leq \beta \).

Now, we illustrate the variation of the values of \( \beta_* \), \( \beta^* \) and \( \bar{\Delta} \) w.r.t. \( \bar{\delta} \) in Figure 9.1. The left figure shows the values of \( \beta_* \) (solid) and \( \beta^* \) (dash) and the right one plots the value of \( \bar{\Delta} \) when \( \beta \) is chosen by \( \beta := \frac{\beta_* + \beta^*}{2} \) (dash) and \( \beta := \frac{\beta^*}{2} \) (solid), respectively.

Update rule of the penalty parameter

It remains to quantify the decrement \( \Delta t \) of the penalty parameter \( t \) in (9.2.11). The following lemma shows how to update \( t \).
Lemma 9.2.3. Let $\bar{\delta}$ and $\bar{\Delta}$ be defined as in Theorem 9.2.2 and let:

$$\bar{\Delta}^*: = \frac{1}{2} \left[ (1 - \bar{\delta}) \bar{\Delta} - \bar{\delta} + 1 - \sqrt{(1 - \bar{\delta}) \bar{\Delta} - \bar{\delta} - 1}^2 + 4\bar{\delta} \right].$$  \hspace{1cm} (9.2.19)

Then the penalty parameter $t$ can be decreased linearly, i.e. $t_+ := (1 - \sigma) t$, where $\sigma := [\sqrt{\nu + \Delta^* (\sqrt{\nu} + 1)]^{-1} \bar{\Delta}^* \in (0, 1)$.

Proof. It follows from (9.1.1) that $c + A^T y - t \nabla F(x^*) = 0$ and $c + A^T y - t_+ \nabla F(x_1^*) = 0$, where $x^* := x^*(y; t)$ and $x_1^* := x^*(y; t_+)$. Subtracting these equalities and then using $t_+ = t - \Delta t$, we have $t_+ [\nabla F(x_1^*) - \nabla F(x^*)] = \Delta t \nabla F(x^*)$. Using this relation together with [143, Theorem 4.1.7] and $\|\nabla F(x^*)\|_{x^*} \leq \sqrt{\nu}$ (see [143, inequality 4.2.4]), we have:

$$\frac{t_+ \|x_1^* - x^*\|^2_{x^*}}{1 + \|x_1^* - x^*\|_{x^*}} \leq t_+ [\nabla F(x_1^*) - \nabla F(x^*)]^T (x_1^* - x^*) = \Delta t \nabla F(x^*)^T (x_1^* - x^*)$$

$$\leq \Delta t \|\nabla F(x^*)\|_{x^*} \|x_1^* - x^*\|_{x^*} \leq \Delta t \sqrt{\nu} \|x_1^* - x^*\|_{x^*}.$$  \hspace{1cm} (9.2.14)

By the definition of $\Delta^*$ in (9.2.14), if $t > (\sqrt{\nu} + 1)\Delta t$, then the above inequality leads to:

$$\Delta^* \leq \bar{\Delta}^* := t \left[ t - (\sqrt{\nu} + 1) \Delta t \right]^{-1} \sqrt{\nu} \Delta.$$ \hspace{1cm} (9.2.20)

Therefore,

$$\Delta t = t \left[ \sqrt{\nu} + (\sqrt{\nu} + 1) \bar{\Delta}^* \right]^{-1} \bar{\Delta}^*.$$ \hspace{1cm} (9.2.21)

On the other hand, using the definitions of $\Delta$ and $\delta$, we have:

$$\Delta := \|\bar{x}_1 - \bar{x}_{\delta}\|_{\bar{x}_{\delta}} \overset{(A.2.3)}{\leq} (1 - \delta)^{-1} \left[ \|\bar{x}_1 - x_{\delta}^*\|_{x_{\delta}} + \|x_1^* - x^*\|_{x^*} + \|x^* - \bar{x}_{\delta}\|_{x^*} \right]$$

$$\leq (1 - \delta)^{-1} \left[ (1 - \Delta^*)^{-1} \delta_1 + \Delta^* + \delta \right]$$ \hspace{1cm} (9.2.22)

$$(9.2.20), \delta, \delta_1 \leq \bar{\delta}$$

$$\leq (1 - \bar{\delta})^{-1} \left[ (1 - \Delta^*)^{-1} \bar{\delta} + \bar{\Delta}^* + \bar{\delta} \right].$$
Now, we need to find a condition such that $\Delta \leq \bar{\Delta}$, where $\bar{\Delta}$ is given in Theorem 9.2.2. It follows from (9.2.22) that $\Delta \leq \bar{\Delta}$ if $\frac{\delta}{1+\bar{\Delta}^*} + \Delta^* \leq (1 - \bar{\delta})\bar{\Delta} - \delta$. The last condition holds if:

$$0 \leq \bar{\Delta}^* \leq \frac{1}{2} \left[ (1 - \bar{\delta})\bar{\Delta} - \bar{\delta} + 1 - \sqrt{((1 - \bar{\delta})\bar{\Delta} - \bar{\delta} - 1)^2 + 4\bar{\delta}} \right], \quad (9.2.23)$$

provided that $\bar{\delta} \leq \frac{\bar{\Delta}}{1+\bar{\Delta}^*}$, due to (9.2.20). Thus, we can fix $\bar{\Delta}^*$ at the upper bound as defined in (9.2.19). By (9.2.21), the update rule for the penalty parameter $t$ becomes $t^+ := t - \sigma t = (1 - \sigma)t$ where $\sigma := \frac{\bar{\Delta}^*}{\sqrt{\nu + \bar{\Delta}^*(\nu + 1)}} \in (0, 1)$. \hfill $\Box$

Finally, we show that the conditions given in Theorem 9.2.2 and Lemma 9.2.3 are well-defined. Indeed, let us fix $\bar{\delta} := 0.01$. Then we can compute the values of $\beta_*$ and $\beta^*$ as $\beta_* \approx 0.021371 < \beta^* \approx 0.356037$. Therefore, if we choose $\beta := \frac{\beta^*}{4} \approx 0.089009 > \beta_*$ then $\Delta \approx 0.089012$ and $\bar{\Delta}^* \approx 0.067399$.

**The algorithm and its convergence**

Before presenting the algorithm, we need to find a stopping criterion. By using Lemma A.2.1c. with $\Delta$ instead of $\delta$, we have:

$$\lambda \leq (1 - \delta)^{-1}(\bar{\lambda} + \delta), \quad (9.2.24)$$

provided that $\delta < 1$ and $\bar{\lambda} \leq \beta < 1$. Consequently, if $\bar{\lambda} \leq (1 - \bar{\delta})\beta - \bar{\delta}$ then $\lambda \leq \beta$. Let us define $\bar{\vartheta} := (1 - \bar{\delta})\beta - \bar{\delta}$, where $0 < \bar{\delta} < \beta/(\beta + 1)$. It follows from Lemma 9.1.3 that if $t\omega_\vartheta(\vartheta) \leq \varepsilon_g$ for a given tolerance $\varepsilon_g > 0$, then $y$ is an $\varepsilon_g$-solution of (8.1.9).

The second phase of the algorithmic framework presented in Subsection 9.2 is now described in detail as follows.

**Algorithm 9.2.2.** *(Path-following algorithm with IPFNT iterations)*.

**Initialization:** Choose $\delta \in [0, \delta_{\max}]$ and compute $\beta_*$ and $\beta^*$ as in Theorem 9.2.2.

**Phase 1.** Apply Algorithm 9.2.3 presented in Subsection 9.2 below to find $y^0 \in Y$ such that $\lambda_{\bar{\delta};t_0}(y^0) \leq \beta$.

**Phase 2.**

**Initialization of Phase 2:** Perform the following steps:

1. Given a tolerance $\varepsilon_g > 0$.
2. Compute $\bar{\Delta}$ as in Theorem 9.2.2. Then, compute $\bar{\Delta}^*$ by (9.2.19).
3. Compute $\sigma := \frac{\bar{\Delta}^*}{\sqrt{\nu + (\sqrt{\nu} + 1)\Delta^*}}$ and the accuracy factor $\gamma := \frac{\delta}{n_\nu(1+\delta)}$.

**Iteration:** For $k = 0, 1, \ldots, k_{\text{max}}$, perform the following steps:

1. If $t_k \leq \frac{\varepsilon_g}{\omega_\nu(\vartheta)}$, where $\vartheta := (1 - \bar{\delta})\beta - \bar{\delta}$, then terminate.

2. Compute an accuracy $\varepsilon_k := \gamma t_k$ for the primal subproblems.

3. Update $t_{k+1} := (1 - \sigma) t_k$.

4. Solve approximately (8.1.7) in parallel up to the accuracy $\varepsilon_k$ to obtain $\bar{x}_k(y^k; t_{k+1})$.

5. Compute $\nabla g\bar{\delta}(y^k; t_{k+1})$ and $\nabla^2 g\bar{\delta}(y^k; t_{k+1})$ as in (9.2.3).

6. Update $y^{k+1}$ as $y^{k+1} := y^k - \nabla^2 g\bar{\delta}(y^k; t_{k+1})^{-1} \nabla g\bar{\delta}(y^k; t_{k+1})$.

**End.**

The core steps of Phase 2 in Algorithm 9.2.2 are Steps 4 and 6, where we need to solve $M$ convex primal subproblems in parallel and computing the IPFNT direction, respectively. Note that Step 6 requires one to solve a linear equation system. In addition, the quantity $\nabla^2 F(\bar{x}_k(y^k; t_{k+1}))$ can also be computed in parallel.

The parameter $t$ at Step 3 can be updated adaptively as $t_{k+1} := (1 - \sigma_k) t_k$, where $\sigma_k := \frac{\bar{\Delta}^*}{R_\delta + (R_\delta + 1)\Delta^*}$ and $R_\delta := (1 - \bar{\delta})^{-1} [\delta(1 - \bar{\delta})^{-1} + \|\nabla F(\bar{x}_k)\|^*_{\bar{\Delta}_k}]$. The stopping criterion at Step 1 can be replaced by $\omega_\nu(\vartheta_k) t_k \leq \varepsilon_g$, where $\vartheta_k := (1 - \bar{\delta})^{-1} [\lambda_{\bar{\delta}_k(\cdot; t_k)}(y^k) + \bar{\delta}]$ due to Lemma 9.1.3 and (9.2.24).

Let us define $\lambda_{k+1} := \lambda_{\bar{\delta}_k(\cdot; t_{k+1})}(y^{k+1})$ and $\lambda_k := \lambda_{\bar{\delta}_k(\cdot; t_k)}(y^k)$. Then the local convergence of Algorithm 9.2.2 is stated in the following theorem.

**Theorem 9.2.3.** Let $\{(y^k, t_k)\}$ be a sequence generated by Algorithm 9.2.2. Then the number of iterations to obtain an $\varepsilon_g$-solution of (8.1.9) does not exceed:

$$k_{\text{max}} := \left[ \ln(1 - \sigma) \right]^{-1} \ln \left( \frac{\varepsilon_g}{t_0 \omega_\nu(\vartheta)} \right) + 1, \quad (9.2.25)$$

where $\sigma := \frac{\bar{\Delta}^*}{\sqrt{\nu + (\sqrt{\nu} + 1)\Delta^*}} \in (0, 1)$ and $\vartheta := (1 - \bar{\delta})\beta - \bar{\delta} \in (0, 1)$.

**Proof.** Note that $y^k$ is an $\varepsilon_g$-solution of (8.1.9) if $t_k \leq \frac{\varepsilon_g}{\omega_\nu(\vartheta)}$ due to Lemma 9.1.3, where $\vartheta = (1 - \bar{\delta})\beta - \bar{\delta}$. Since $t_k = (1 - \sigma)^k t_0$ due to Step 3, we require $(1 - \sigma)^k \leq \frac{\varepsilon_g}{t_0 \omega_\nu(\vartheta)}$. Consequently, we obtain (9.2.25). \qed
Remark 9.2.4 (The worst-case complexity). Since $(1 - \sigma)^{-1} = 1 + \frac{\Delta^*}{\sqrt{\nu(\Delta^*+1)}}$, we have $-\ln(1 - \sigma) \approx \sigma = \frac{\Delta^*}{\sqrt{\nu(\Delta^*+1)}}$. It follows from Theorem 9.2.3 that the complexity of Algorithm 9.2.2 is $O\left(\sqrt{\nu \ln \frac{t_0}{\epsilon_g}}\right)$.

Remark 9.2.5 (Linear convergence). The sequence $\{t_k\}$ linearly converges to zero with a contraction factor not greater than $1 - \sigma$. When $\lambda \tilde{g}_\delta(t)(y) \leq \beta$, it follows from (9.1.3) that $\lambda g\delta(t)(y) \leq \beta \sqrt{t}$. Thus the sequence of the Newton decrements $\{\lambda g\delta(t_k)(y^k)\}_k$ of $g$ also converges linearly to zero with a contraction factor not greater than $\sqrt{1 - \sigma}$.

Remark 9.2.6 (The inexactness of the IPFNT direction). Note that we can also apply an inexact method to solve the linear system for computing an IPFNT direction in (9.2.11). For more details of this approach, one can refer to [211].

Finally, as a consequence of Theorem 9.2.3, the following corollary shows how to recover the optimality and feasibility of the original primal-dual problems (SepCOP$_\text{max}$)-(8.1.1).

Corollary 9.2.1. Suppose that $(y^k; t_k)$ is the output of Algorithm 9.2.2 and $x^*(y^k; t_k)$ is the solution of the primal subproblem (8.1.7). Then $(x^*(y^k; t_k), y^k)$ is an $\epsilon_p$-solution of (SepCOP$_\text{max}$)-(8.1.1), where $\epsilon_p := \nu \omega(\beta)^{-1} \epsilon_g$.

Phase 1: Finding a starting point

Phase 1 of the algorithmic framework aims at finding $y^0 \in Y$ such that $\lambda g(\cdot; t)(y^0) \leq \beta$. In this subsection, we consider an inexact perturbed damped Newton (IPDNT) method for finding such a point $y^0$.

Inexact perturbed damped Newton iteration

For a given value $t = t_0 > 0$ and a given accuracy $\tilde{\delta} \geq 0$, let us assume that the current point $y \in Y$ is given, we compute the new point $y_+$ by applying the IPDNT iteration as follows:

$$y_+ := y - \alpha(y)\nabla^2 g\delta(y, t_0)^{-1}\nabla g\delta(y, t_0),$$  \hspace{1cm} (9.2.26)

where $\alpha := \alpha(y) > 0$ is the step size which will be chosen appropriately. Note that since (9.2.26) is invariant under linear transformations, it is equivalent to:

$$y_+ := y - \alpha(y)\nabla^2 \tilde{g}\delta(y, t_0)^{-1}\nabla \tilde{g}\delta(y, t_0),$$  \hspace{1cm} (9.2.27)
It follows from (9.1.3) that $\tilde{g}(\cdot; t_0)$ is standard self-concordant, and by [143, Theorem 4.1.8], we have:

$$\tilde{g}(y_+; t_0) \leq \tilde{g}(y, t_0) + \nabla \tilde{g}(y, t_0)^T (y_+ - y) + \omega_*(\|y_+ - y\|_y),$$  \hspace{1cm} (9.2.28)

provided that $\|y_+ - y\|_y < 1$. On the other hand, (9.2.7) implies that:

$$0 \leq \omega(\delta(\bar{x}_\delta, x^*)) \leq \tilde{g}(y, t_0) - \tilde{g}_\delta(y, t_0) \leq \omega(\delta(\bar{x}_\delta, x^*)),$$  \hspace{1cm} (9.2.29)

which bounds the error between $\tilde{g}(\cdot; t_0)$ and $\tilde{g}_\delta(\cdot; t_0)$. In order to analyze the convergence of the IPDNT iteration (9.2.26) we denote by:

$$\delta_+ := \|\bar{x}_\delta(y_+; t_0) - x^*(y_+; t_0)\|_{x^*(y_+; t_0)},$$

$$\delta := \|\bar{x}_\delta(y; t_0) - x^*(y, t_0)\|_{x^*(y, t_0)},$$  \hspace{1cm} (9.2.30)

$$\bar{\lambda}_0 := \lambda_{\tilde{g}_\delta(\cdot; t_0)}(y) = \alpha(y)\|y_+ - y\|_y,$$

the solution differences of $g(\cdot; t_0)$ and $g_\delta(\cdot; t_0)$ and the Newton decrement of $\tilde{g}_\delta(\cdot; t_0)$, respectively.

**Finding the step size**

The following lemma provides a formula to update the step size $\alpha(y)$ in (9.2.26).

**Lemma 9.2.4.** Let $0 < \bar{\delta} < \delta^* := \beta(2 + \beta + 2\sqrt{\beta + 1})^{-1}$ and $\eta$ be defined as:

$$\bar{\eta} := \beta \left[ (1 + \bar{\delta})\beta + \sqrt{(1 - \bar{\delta})^2 \beta^2 - 4\bar{\delta} \beta} \right]^{-1} \left[ (1 - \bar{\delta})\beta - 2\bar{\delta} + \sqrt{(1 - \bar{\delta})^2 \beta^2 - 4\bar{\delta} \beta} \right].$$  \hspace{1cm} (9.2.31)

Then $\bar{\eta} \in (0, 1)$. Furthermore, if we choose the step size $\alpha(y)$ as:

$$\alpha(y) := \left[ 2\bar{\lambda}_0(1 + \bar{\lambda}_0) \right]^{-1} \left[ (1 - \bar{\delta})\bar{\lambda}_0 - 2\bar{\delta} + \sqrt{(1 - \bar{\delta})^2 \bar{\lambda}_0^2 - 4\bar{\delta} \bar{\lambda}_0} \right],$$  \hspace{1cm} (9.2.32)

then $\alpha(y) \in (0, 1)$ and:

$$\tilde{g}_\delta(y_+; t_0) \leq \tilde{g}_\delta(y, t_0) - \omega(\bar{\eta}).$$  \hspace{1cm} (9.2.33)

As a consequence, if $\bar{\delta} = 0$ then $\bar{\eta} = \beta$ and $\alpha(y) := (1 + \bar{\lambda}_0)^{-1}$.

The asymptotic behaviour of the functions $\eta(\cdot)$ and $\alpha(\cdot)$ w.r.t. $\bar{\delta}$ is plotted in Figure 9.2 below. We can observe that $\alpha$ depends almost linearly on $\bar{\delta}$.  


Figure 9.2: The asymptotic behaviour of $\eta$ and $\alpha$ w.r.t. $\tilde{\delta}$ at $\lambda_0 = 1$ and $\beta = 0.089009$.

**Proof.** Let $p := y_+ - y$. From (9.2.28) and (9.2.29), we have:

$$\tilde{g}_\delta(y_+; t_0) \leq \tilde{g}(y_+; t_0) \leq \tilde{g}(y; t_0) + \nabla \tilde{g}(y; t_0)^T(y_+ - y) + \omega_*(\|y_+ - y\|_y)$$

(9.2.29)

$$\leq \tilde{g}_\delta(y; t_0) + \nabla \tilde{g}(y; t_0)^T(y_+ - y) + \omega_*(\|y_+ - y\|_y) + \omega_*(\tilde{\delta})$$

(9.2.29)

$$= \tilde{g}_\delta(y; t_0) + \nabla \tilde{g}_\delta(y; t_0)^T\tilde{p} + \left[ \nabla \tilde{g}(y; t_0) - \nabla \tilde{g}_\delta(y; t_0) \right]^T\tilde{p} + \omega_*(\|p\|_y) + \omega_*(\tilde{\delta})$$

(9.2.28)

$$\leq \tilde{g}_\delta(y; t_0) - \alpha \bar{\lambda}^2_0 + \|\nabla \tilde{g}(y; t_0) - \nabla \tilde{g}_\delta(y; t_0)\|_y^{*} \|p\|_y + \omega_*(\|p\|_y) + \omega_*(\tilde{\delta})$$

(A.2.2)

$$(1 - \tilde{\delta})\nabla^2 \tilde{g}_\delta(y; t_0) \preceq \nabla^2 \tilde{g}(y; t_0) \preceq (1 - \tilde{\delta})^{-2} \nabla^2 \tilde{g}_\delta(y; t_0).$$

These inequalities imply $(1 - \tilde{\delta})\|p\|_y \leq \|p\|_y \leq (1 - \tilde{\delta})^{-1} \|p\|_y$. Combining the previous inequalities, (9.2.27) and the definition of $\lambda_0$ in (9.2.30) we get:

$$\alpha(1 - \tilde{\delta})\bar{\lambda}_0 \leq \|p\|_y \leq \alpha(1 - \tilde{\delta})^{-1}\bar{\lambda}_0.$$ 

Let us assume that $\alpha \bar{\lambda}_0 + \tilde{\delta} < 1$. By substituting the second inequality into (9.2.34) and observing that the right hand side of (9.2.34) is nondecreasing w.r.t. $\|p\|_y$, we obtain:

$$\tilde{g}_\delta(y_+; t_0) \leq \tilde{g}_\delta(y; t_0) - \alpha \bar{\lambda}^2_0 + (1 - \tilde{\delta})^{-1}\alpha \bar{\lambda} \tilde{\delta} + \omega_* \left( (1 - \tilde{\delta})^{-1}\alpha \bar{\lambda}_0 \right) + \omega_*(\tilde{\delta}).$$

(9.2.35)
Now, let us simplify the last four terms of (9.2.35) which we denote by \([\cdot]_{[1]}\) as follows:

\[
\begin{align*}
[\cdot]_{[1]} & := -\alpha \tilde{\lambda}_0^2 + (1 - \bar{\delta})^{-1} \alpha \bar{\lambda}_0 \bar{\delta} + \omega_s \left((1 - \bar{\delta})^{-1} \alpha \bar{\lambda}_0 \bar{\delta} \right) + \omega_s(\bar{\delta}) \\
& = -\alpha \tilde{\lambda}_0^2 - (\alpha \bar{\lambda}_0 + \bar{\delta}) - \ln \left[1 - (\alpha \bar{\lambda}_0 + \bar{\delta})\right] \\
& = -\alpha \tilde{\lambda}_0^2 + \omega_s(\alpha \bar{\lambda}_0 + \bar{\delta}).
\end{align*}
\] (9.2.36)

Suppose that we can choose \(\eta > 0\) such that

\[
\alpha \tilde{\lambda}_0^2 - \omega_s(\alpha \bar{\lambda}_0 + \bar{\delta}) = \omega(\eta).
\] This condition leads to

\[
\alpha = \frac{2\bar{\lambda}_0(1 + \bar{\lambda}_0)}{[1 - (\bar{\lambda}_0)^2 \bar{\lambda}_0^2 - 4\bar{\delta} \bar{\lambda}_0]^{-1}}.
\] (9.2.37)

provided that \(0 \leq \bar{\delta} < \bar{\tilde{\delta}} := \frac{2 + \bar{\lambda}_0 - 2\sqrt{1 + \bar{\lambda}_0}}{\bar{\lambda}_0}.\) Consequently, we deduce:

\[
\eta = \bar{\lambda}_0 \left[(1 + \bar{\delta}) \bar{\lambda}_0 + \sqrt{(1 - \bar{\delta})^2 \bar{\lambda}_0^2 - 4\bar{\delta} \bar{\lambda}_0} \right]^{-1} \left[(1 - \bar{\delta}) \bar{\lambda}_0 - 2\bar{\delta} + \sqrt{(1 - \bar{\delta})^2 \bar{\lambda}_0^2 - 4\bar{\delta} \bar{\lambda}_0} \right].
\]

We assume that \(\bar{\lambda}_0 \geq \beta\) for a given \(\beta \in (0, 1)\). Let us fix \(\bar{\tilde{\delta}}\) such that:

\[
0 < \bar{\tilde{\delta}} < \bar{\delta}^* := \beta^{-1} \left[2 + \beta - 2\sqrt{1 + \beta} \right] = \left[2 + \beta + 2\sqrt{1 + \beta} \right]^{-1} \beta.
\]

If we choose the step size \(\alpha(y)\) as in (9.2.32) for the IPDNT iteration (9.2.26) then we obtain (9.2.33) with \(\eta\) defined by (9.2.31).

Finally, we estimate the constant \(\eta\) for the case \(\beta \approx 0.089009\). We first obtain \(\bar{\delta}^* \approx 0.021314\). Let \(\bar{\tilde{\delta}} := \frac{1}{2} \bar{\delta}^* \approx 0.010657\). Then we get \(\eta \approx 0.075496\) and \(\omega(\eta) \approx 0.003002\).

The algorithm and its worst-case complexity

In summary, the algorithm for finding \(y^0 \in Y\) is presented in detail as follows.

**Algorithm 9.2.3.** *(Phase 1: Finding a starting point \(y^0 \in Y\)).

**Initialization:** Perform the following steps:

1. Select \(\beta \in (\beta_* , \beta^*)\) and \(t_0 > 0\) as desired (e.g. \(\beta = \frac{1}{4} \beta^* \approx 0.089009\)).
2. Take an arbitrary point \(y^{0,0} \in Y\).
3. Compute $\hat{\delta} := \beta[2 + \beta + 2\sqrt{1 + \beta}]^{-1}$ and fix $\tilde{\delta} \in (0, \hat{\delta})$ (e.g. $\tilde{\delta} = 0.5\hat{\delta}$).

4. Compute an accuracy $\varepsilon_0 := \frac{t_0 \tilde{\delta}}{\kappa_{\nu}(1 + \tilde{\delta})}$.

**Iteration:** For $j = 0, 1, \cdots, j_{\text{max}}$, perform the following steps:

1. Solve approximately (8.1.7) in parallel up to the accuracy $\varepsilon_0$ to obtain $\bar{x}_{\delta}(y_{0,j};t_0)$.
2. Compute $\bar{\lambda}_j := \bar{\lambda}_{\tilde{g}_{\delta}(\cdot,t_0)}(y_{0,j})$.
3. If $\bar{\lambda}_j \leq \beta$ then set $y^0 := y_{0,j}$ and terminate.
4. Update $y_{0,j+1}$ as:
   $$y_{0,j+1} := y_{0,j} - \alpha_j \nabla^2 g_{\delta}(y_{0,j},t_0)^{-1} \nabla g_{\delta}(y_{0,j},t_0),$$
   where
   $$\alpha_j := \left[2\bar{\lambda}_j(1 + \bar{\lambda}_j)\right]^{-1} \left[(1 - \bar{\delta})\bar{\lambda}_j - 2\bar{\delta} + \sqrt{(1 - \bar{\delta})^2\bar{\lambda}_j^2 - 4\beta\bar{\lambda}_j}\right] \in (0, 1).$$

End.

The convergence of this algorithm is stated in the following theorem.

**Theorem 9.2.7.** The number of iterations required in Algorithm 9.2.3 does not exceed:

$$j_{\text{max}} := \left[t_0 \omega(\eta)\right]^{-1} \left[g_{\delta}(y_{0,0},t_0) - g^*(t_0) + \omega_{\nu}(\tilde{\delta})\right] + 1, \quad \text{(9.2.38)}$$

where $g^*(t_0) = \min_{y \in Y} g(y,t_0)$ and $\eta$ is given by (9.2.31).

**Proof.** Summing up (9.2.33) from $j = 0$ to $j = k$ and then using (9.2.29) we have $0 \leq \tilde{g}(y_{0,k},t_0) - g^*(t_0) \leq \tilde{g}_{\delta}(y_{0,k},t_0) + \omega_{\nu}(\tilde{\delta}) - \tilde{g}^*(t_0) \leq \tilde{g}_{\delta}(y_{0,0},t_0) + \omega_{\nu}(\tilde{\delta}) - \tilde{g}^*(t_0) - k\omega(\eta)$. This inequality together with (9.1.3) and (9.2.4) imply:

$$j \leq \left[t_0 \omega(\eta)\right]^{-1} \left[g_{\delta}(y_{0,0},t_0) - g^*(t_0) + \omega_{\nu}(\tilde{\delta})\right].$$

Hence, the maximum iteration number in Algorithm 9.2.3 does not exceed $j_{\text{max}}$ defined by (9.2.38).

Since $g^*(t_0)$ is unknown, the constant $j_{\text{max}}$ in (9.2.38) only gives an upper bound for Algorithm 9.2.3. However, in this algorithm, we do not use $j_{\text{max}}$ as a stopping criterion.
9.3 Exact path-following decomposition algorithm

In Algorithm 6.1.7, if we set $\bar{\delta} = 0$, then this algorithm reduces to the ones considered in [114, 136, 172, 218, 219] as a special case. Note that, in [114, 136, 172, 218, 219], the primal subproblem (8.1.7) is assumed to be solved exactly so that the family $\{g(\cdot; t)\}_{t>0}$ of the smoothed dual functions is strongly self-concordant due to the Legendre transformation. Consequently, the standard theory of interior point methods in [147] can be applied to minimize this function. In contrast to those methods, in this section we analyze directly the path-following iterations to select appropriate parameters for implementation. Moreover, the radius of the neighbourhood of the central path in Algorithm 9.3.1 below is $(3 - \sqrt{5})/2 \approx 0.381966$ compared to the one, $2 - \sqrt{3} \approx 0.267949$, in the mentioned papers.

The exact path-following iteration

Let us assume that the primal subproblem (8.1.7) is solved exactly, i.e. $\bar{\delta} = 0$ in Definition 9.2.1. Then, we have $\bar{x}_\delta \equiv x^*$ and $\delta(\bar{x}_\delta, x^*) = 0$ for all $y \in Y$ and $t > 0$. Moreover, it follows from (9.2.20) that $\Delta = \Delta^* = \|x^*(y; t^+) - x^*(y; t)\|_{x^*(y; t)}$. We consider one step of the path-following scheme with exact full-step Newton iterations:

$$
\begin{cases}
t_+ := t - \Delta t, & \Delta t > 0, \\
y_+ := y - \nabla^2 g(y; t^+)^{-1} \nabla g(y; t^+) \equiv y - \nabla^2 \tilde{g}(y; t^+)^{-1} \nabla \tilde{g}(y; t^+).
\end{cases}
$$

(9.3.1)

For the sake of notational simplicity, we denote by $\bar{\lambda} := \lambda(\tilde{g}(-; t))(y)$, $\bar{\lambda}_1 := \lambda(\tilde{g}(\cdot; t^+))(y)$ and $\tilde{\lambda}_+ := \lambda(\tilde{g}(\cdot; t^+))(y_+)$. It follows from (9.2.16) of Lemma 9.2.2 that:

$$
\tilde{\lambda}_+ \leq (1 - 2\Delta^* - \bar{\lambda})^{-2}(\bar{\lambda} + \Delta^*)^2.
$$

(9.3.2)

Now, we fix $\beta \in (0, 1)$ and assume that $\bar{\lambda} \leq \beta$. We need to find a condition on $\Delta$ such that $\tilde{\lambda}_+ \leq \beta$. Indeed, since the right-hand side of (9.3.2) is nondecreasing w.r.t. $\bar{\lambda}$, it implies that $\tilde{\lambda}_+ \leq (1 - 2\Delta^* - \beta)^{-2}(\Delta^* + \beta)^2$. Thus if $\frac{\Delta^* + \beta}{1 - 2\Delta^* - \beta} \leq \sqrt{\beta}$ then $\tilde{\lambda}_+ \leq \beta$. The last condition leads to:

$$
0 \leq \Delta^* \leq \tilde{\Delta}^* := (1 + 2\sqrt{\beta})^{-1} \sqrt{\beta}(1 - \sqrt{\beta} - \beta),
$$

(9.3.3)

provided that:

$$
0 < \beta < \beta^* := (3 - \sqrt{5})/2 \approx 0.381966.
$$

(9.3.4)
In particular, if we choose $\beta = \frac{\beta^*}{4} \approx 0.095492$ then $\tilde{\Delta}^* \approx 0.113729$. Since $\Delta \equiv \Delta^*$, according to (9.2.21) and (9.3.1), we can update $t$ as:

$$t_+ := (1 - \sigma)t, \quad \text{where } \sigma := \left[\sqrt{\nu} + (\sqrt{\nu} + 1)\tilde{\Delta}^*\right]^{-1} \tilde{\Delta}^* \in (0, 1). \quad (9.3.5)$$

**The algorithm and its convergence**

The exact variant of Algorithms 9.2.2 and 9.2.3 is presented in detail as follows.

**Algorithm 9.3.1.** *(Path-following algorithm with exact Newton iterations)*.

**Initialization:** Given a tolerance $\varepsilon_g > 0$ and choose an initial value $t_0 > 0$. Fix a constant $\beta \in (0, \beta^*)$, where $\beta^* = \frac{3 - \sqrt{5}}{2} \approx 0.381966$. Then, compute:

$$\tilde{\Delta}^* := \frac{\sqrt{\beta}(1 - \sqrt{\beta} - \beta)}{1 + 2\sqrt{\beta}} \quad \text{and} \quad \sigma := \frac{\tilde{\Delta}^*}{\sqrt{\nu} + (\sqrt{\nu} + 1)\tilde{\Delta}^*}.$$  

**Phase 1.** *(Finding a starting point)*.  
Choose an arbitrary starting point $y^{0,0} \in Y$.  
For $j = 0, 1, \cdots, \tilde{j}_{\text{max}}$, perform the following steps:

1. Solve *exactly* the primal subproblem (8.1.7) *in parallel* to obtain $x^*(y^{0,j}; t_0)$.

2. Evaluate $\nabla g(y^{0,j}; t_0)$ and $\nabla^2 g(y^{0,j}; t_0)$ as in (9.1.2). Then compute the Newton decrement $\tilde{\lambda}_j = \lambda_{g(:;t_0)}(y^{0,j})$.

3. If $\tilde{\lambda}_j \leq \beta$ then set $y^0 := y^{0,j}$ and terminate.

4. Update $y^{0,j+1}$ as:

$$y^{0,j+1} := y^{0,j} - (1 + \tilde{\lambda}_j)^{-1}\nabla^2 g(y^{0,j}; t_0)^{-1}\nabla g(y^{0,j}; t_0).$$

**Phase 2.** *(Path-following iterations)*.  
For $k = 0, 1, \cdots, \tilde{k}_{\text{max}}$, perform the following steps:

1. If $t_k \leq \frac{\varepsilon_g}{\omega_g(y^k)}$ then terminate.

2. Update $t_k$ as $t_{k+1} := (1 - \sigma)t_k$.

3. Solve *exactly* the primal subproblem (8.1.7) *in parallel* to obtain $x^*(y^k; t_{k+1})$.

4. Evaluate $\nabla g(y^k; t_{k+1})$ and $\nabla^2 g(y^k; t_{k+1})$ as in (9.1.2).
5. Update $y^{k+1}$ as:
\[
y^{k+1} := y^k + \Delta y^k = y^k - \nabla^2 g(y^k; t_{k+1})^{-1} \nabla g(y^k; t_{k+1}).
\]

End.

Since $\tilde{g}(\cdot; t_0)$ is standard self-concordant due to Lemma 9.1.1. By [143, Theorem 4.1.12], the number of iterations required in Phase 1 does not exceed:
\[
\tilde{j}_{\text{max}} := \left\lfloor \frac{\tilde{g}(y^0, 0; t_0) - \tilde{g}^*(t_0)}{\omega(\beta)} - 1 \right\rfloor + 1 = \left\lfloor \frac{g(y^0, 0; t_0) - g^*(t_0)}{t_0 \omega(\beta)} \right\rfloor + 1.
\]

The convergence of Phase 2 in Algorithm 9.3.1 is stated in the following theorem.

**Theorem 9.3.1.** The maximum number of iterations needed in Phase 2 of Algorithm 9.3.1 to obtain an $\varepsilon_g$ - solution $y_\tilde{k}$ of (8.1.9) does not exceed:
\[
\tilde{k}_{\text{max}} := \left\lfloor \ln \left( \frac{t_0 \omega_*(\beta)}{\varepsilon_g} \right) \left( \ln \left( 1 + \frac{\hat{\Delta}^*}{\sqrt{\nu(\hat{\Delta}^* + 1)}} \right) \right)^{-1} + 1, \tag{9.3.6}
\]

where $\hat{\Delta}^*$ is defined by (9.3.3).

**Proof.** From Step 2 of Algorithm 9.3.1, we have $t_k = (1 - \sigma)^k t_0$. Hence, if $t_k \leq \frac{\varepsilon_g}{\omega_*(\beta)}$ then $k \geq \ln \left( \frac{\omega_*(\beta) t_0}{\varepsilon_g} \right) [\ln(1 - \sigma)^{-1}]^{-1}$. However, since $(1 - \sigma)^{-1} = 1 + \frac{\hat{\Delta}^*}{\sqrt{\nu(\hat{\Delta}^* + 1)}}$, it implies from the previous relation that:
\[
k \geq \ln \left( \frac{\omega_*(\beta) t_0}{\varepsilon_g} \right) \ln \left( 1 + \frac{\hat{\Delta}^*}{\sqrt{\nu(\hat{\Delta}^* + 1)}} \right)^{-1},
\]

which leads to (9.3.6). \hfill \square

**Remark 9.3.2 (The worst-case complexity).** Since $\ln \left( 1 + \frac{\hat{\Delta}^*}{\sqrt{\nu(\hat{\Delta}^* + 1)}} \right) \approx \frac{\hat{\Delta}^*}{\sqrt{\nu(\hat{\Delta}^* + 1)}}$, the worst-case complexity of Algorithm 9.3.1 is $O \left( \sqrt{\nu \ln \left( \frac{t_0}{\varepsilon_g} \right)} \right)$ which is similar to Algorithm 9.2.2.

**Remark 9.3.3 (Damped Newton iteration).** Note that, at Step 5 of Algorithm 9.3.1, we can use a damped Newton iteration:
\[
y^{k+1} := y^k - \alpha_k \nabla^2 g(y^k; t_{k+1})^{-1} \nabla g(y^k, t_{k+1}),
\]
instead of the full-step Newton iteration, where $\alpha_k = (1 + \lambda_{\tilde{g}(t_{k+1})}(y^k))^{-1}$. In this case, with the same argument as before, we can compute $\beta^* = 0.5$ and $\Delta^* = \frac{\sqrt{0.5\beta - \beta}}{1 + \sqrt{0.5\beta}}$. 


9.4 Discussion on implementation

In this section, we further discuss the implementation issues of the proposed algorithms.

Handling nonlinear objective function and local equality constraints

If the objective function \( \phi_i \) in (SepCOP\(_{\text{max}}\)) is nonlinear, concave and its epigraph is endowed with a self-concordant log-barrier for some \( i \in \{1, \cdots, M\} \) then we propose to use a slack variable to move the objective function into the constraints and reformulate it as an optimization problem with linear objective function. By elimination of variables, it is not difficult to show that the optimality condition of the resulting problem collapses to the optimality condition of the original problem, i.e.:

\[
\nabla \phi_i(x_i) + A_i^T y - t\nabla F_i(x_i) = 0.
\]

The algorithms developed in the previous sections can be applied to solve such a problem without moving the nonlinear objective function into the constraints.

We also note that, in Algorithms 9.2.2 and 9.2.3, we need to solve approximately the primal subproblems in (8.1.7) up to a desired accuracy. Instead of solving directly these primal subproblems, we can treat them from the optimality condition (9.1.1). Since the objective function associated with this optimality condition is self-concordant, Newton-type methods can be applied to solve such a problem, see, e.g. [31, 143].

If local equality constraints \( E_i x_i = f_i \) are considered in (SepCOP\(_{\text{max}}\)) for some \( i \in \{1, \cdots, M\} \), then the KKT conditions of the primal subproblem \( i \) become:

\[
\begin{align*}
& c_i + A_i^T y + E_i^T z_i - t\nabla F_i(x_i) = 0, \\
& E_i x_i - f_i = 0.
\end{align*}
\]

(9.4.1)

Instead of the full KKT system (9.4.1), we consider a reduced KKT condition as follows:

\[
Z_i^T (c_i + A_i^T y) - tZ_i^T \nabla F_i(Z_i x_i^* + R_i^T f_i) = 0.
\]

Here, \((Q_i, R_i)\) is a QR-factorization of \( E_i^T \) and \( Q_i = [Y_i, Z_i] \) is a basis of the range space and the null space of \( E_i^T \), respectively. Due to the invariance of the norm \( \|\cdot\|_{x^*} \), we can show that \( \|\tilde{x}_\delta - x^*\|_{x^*} = \|\tilde{x}_\delta^z - x^*\|_{x^*} \). Therefore, the condition (9.2.1) coincides with \( \|\tilde{x}_\delta^z - x^*\|_{x^*} \leq \tilde{\delta} \). However, the last condition
is satisfied if:

\[ \| Z_i^T (c_i + A_i^T y) - t Z_i^T \nabla F_i (Z_i x_i^* + R_i - R_i f_i) \|_{x_i}^* \leq \varepsilon_i (t), \ i = 1, \cdots, M. \]

Note that the QR-factorization of \( E_i^T \) is only computed once, a priori.

**Computing the inexact perturbed Newton direction**

Regarding the Newton direction in Algorithms 9.2.2 and 9.2.3, one has to solve the linear system:

\[ \nabla^2 g_\delta (y_k; t) \Delta y_k = - \nabla g_\delta (y_k; t). \]  

(9.4.2)

Here, the gradient vector \( \nabla g_\delta \) is computed as:

\[ \nabla g_\delta (y_k; t) = A \bar{x}_\delta (y_k; t) - b = \sum_{i=1}^{M} (A_i \bar{x}_i (y_k; t) - b_i) := h_k, \]

and the Hessian matrix \( \nabla^2 g_\delta (y_k; t) \) is obtained from:

\[ \nabla^2 g_\delta (y_k; t) = t^{-1} \sum_{i=1}^{M} A_i \nabla^2 F_i (\bar{x}_i (y_k; t))^{-1} A_i^T := \sum_{i=1}^{M} G_i^k. \]

Note that each block \( G_i^k := t^{-1} A_i \nabla^2 F_i (\bar{x}_i (y_k; t))^{-1} A_i^T \) can be computed in parallel. Then, the linear system (9.4.2) can be written as:

\[ \left( \sum_{i=1}^{M} G_i^k \right) \Delta y_k = - h_k. \]

(9.4.3)

Since matrix \( G^k := \sum_{i=1}^{M} G_i^k \succeq 0 \), one can apply either Cholesky-type factorizations or conjugate gradient (CG) methods to solve (9.4.3). Note that the CG method only requires matrix-vector operations. More details on parallel solution of (9.4.3) can be found, e.g., in [136, 218].

**9.5 Numerical tests**

In this section, we test the algorithms developed in the previous sections by solving a routing problem with congestion cost. This problem appears in many areas including telecommunications, network and transportation [102].

Let \( \mathcal{G} = (\mathcal{N}, \mathcal{A}) \) be a network of \( n_N \) nodes and \( n_A \) links, and \( \mathcal{C} \) be a set of \( n_C \) commodities to be sent through the network \( \mathcal{G} \), where each commodity \( k \in \mathcal{C} \)
has a source $s_k \in \mathcal{N}$, a destination $d_k \in \mathcal{N}$ and a certain amount of demand $r_k$. The optimization model of the routing problem with congestion (RPC) can be formulated as follows (see, e.g. [102] for more details):

$$\begin{align*}
\min_{u_{ijk},v_{ij}} & \quad \sum_{k \in C} \sum_{(i,j) \in \mathcal{A}} c_{ij} u_{ijk} + \sum_{(i,j) \in \mathcal{A}} w_{ij} g_{ij}(v_{ij}) \\
\text{s.t.} & \quad \sum_{j:(i,j) \in \mathcal{A}} u_{ijk} - \sum_{j:(j,i) \in \mathcal{A}} u_{jik} = \begin{cases} r_k & \text{if } i = s_k, \\ -r_k & \text{if } i = d_k, \\ 0 & \text{otherwise,} \end{cases} \\
& \quad u_{ijk} \geq 0, \quad v_{ij} \geq 0, \quad (i,j) \in \mathcal{A},
\end{align*}$$

(9.5.1)

where $w_{ij} \geq 0$ is the weighting of the additional cost function $g_{ij}$ for $(i,j) \in \mathcal{A}$.

In this example we assume that the additional cost function $g_{ij}$ is given by either a) $g_{ij}(v_{ij}) = -\ln(v_{ij})$, the logarithmic function or b) $g_{ij}(v_{ij}) = v_{ij} \ln(v_{ij})$, the entropy function. It was shown in [143] that the epigraph of $g_{ij}$ possesses a standard self-concordant barrier a) $F_{ij}(v_{ij}, s_{ij}) = -\ln v_{ij} - \ln(\ln v_{ij} + s_{ij})$ or b) $F_{ij}(v_{ij}, s_{ij}) = -\ln v_{ij} - \ln(s_{ij} - v_{ij} \ln v_{ij})$, respectively.

By using slack variables $s_{ij}$, we can move the nonlinear terms of the objective function to the constraints. The objective function of the resulting problem becomes:

$$f(u,v,s) := \sum_{k \in C} \sum_{(i,j) \in \mathcal{A}} c_{ij} u_{ijk} + \sum_{(i,j) \in \mathcal{A}} w_{ij} s_{ij}, \quad (9.5.2)$$

with additional constraints $g_{ij}(v_{ij}) \leq s_{ij}, \quad (i,j) \in \mathcal{A}$. It is clear that problem (9.5.1) is separably convex. Let:

$$X_{ij} := \{ v_{ij} \geq 0, \sum_{k \in C} u_{ijk} - v_{ij} = b_{ij}, \quad g_{ij}(v_{ij}) \leq s_{ij}, \quad (i,j) \in \mathcal{A}, k \in C \}, \quad (i,j) \in \mathcal{A}. \quad (9.5.3)$$

Then problem (9.5.1) can be reformulated in the form of (SepCOP\textsuperscript{max}) with linear objective function (9.5.2) and the local constraint set (9.5.3). Moreover, the resulting problem has $M := n_{\mathcal{A}}$ components, $n := n_{\mathcal{C}} n_{\mathcal{A}} + 2n_{\mathcal{A}}$ variables including $u_{ijk}$, $v_{ij}$ and $s_{ij}$ and $m := n_{\mathcal{C}} n_{\mathcal{N}}$ coupling constraints. Each primal subproblem (8.1.7) has $n_i := n_{\mathcal{C}} + 2$ variables and one local linear equality constraint.

The aim is to compare the effect of the inexactness on the performance of the algorithms. We consider two variants of Algorithm 9.2.2, where we set $\tilde{\delta} = 0.5 \hat{\delta}$ and $\tilde{\delta} = 0.25 \hat{\delta}$ in Phase 1 and $\tilde{\delta} = 0.01$ and $\tilde{\delta} = 0.005$ in Phase 2, respectively. We denote these variants by $A1-v1$ and $A1-v2$, respectively. For Algorithm 9.3.1, we also consider two cases. In the first case we set the tolerance of the primal subproblems to $\varepsilon_p = 10^{-6}$, and the second one is $10^{-10}$ to which we
will refer to as A3-v1 and A3-v2, respectively. All variants are terminated with the same tolerance $\varepsilon_d = 10^{-4}$. The initial penalty parameter value is set to $t_0 := 0.25$.

We benchmarked four variants with performance profiles as in the previous chapters. All the algorithms were implemented in C++ running on an Intel® Core™2, Quad-Core Processor Q6600 (2.4GHz) PC Desktop with 3Gb RAM and were parallelized by using OpenMP. The input data is generated randomly, where the nodes of the network are generated in a rectangle $[0,100] \times [0,300]$, the demand $r_k$ is in $[50,500]$, the weighting vector $w$ is set to 10, the congestion $b_{ij}$ is in $[10,100]$ and the linear cost $c_{ij}$ is the Euclidean length of the link $(i,j) \in A$. The nonlinear cost function $g_{ij}$ is chosen randomly between two functions in a) and b) defined above with the same probability.

We tested the algorithms on a collection of 108 random problems. The size of these problems varies from $M = 6$ to 14,280 components, $n = 84$ to 77,142 variables and $m = 15$ to 500 coupling constraints. The performance profiles of the four algorithms in terms of computational time are shown in Figure 9.3, where the $x$-axis is the factor $\tau$ (not more than $2^\tau$-times worse than the best one) and the $y$-axis is the probability function values $\rho_s(\tau)$ (problems ratio).

As we can see from Figure 9.3 that Algorithm 9.2.2 performs better than Algorithm 9.3.1 both in the total computational time and the time for solving the primal subproblems. This provides an evidence on the effect of the inexactness on the performance of the algorithm. We also observed that the numbers of iterations for solving the master problem in Phase 1 of all variants are similar, while they are different in Phase 2. However, since Phase 2 is performed when the approximate point is in the quadratic convergence region, it requires few iterations toward the desired approximate solution. Therefore, the computational time of Phase 1 dominates Phase 2. We notice that, in this particular example, the structure of the master problem is almost dense and we did not use any sparse linear algebra solver.

We also compared the total number of iterations for solving the primal subproblems in Figure 9.4. It shows that Algorithm 9.2.2 is superior to Algorithm 9.3.1 in terms of iteration number, although the accuracy of solving the primal subproblem in Algorithm 9.3.1 is only set to $10^{-6}$ which is not exact as theoretically required. This performance profile also reveals the effect of the inexactness on the number of iterations. In our numerical results, the inexact version A1-v1 saves 22% (resp. 23%) of the total number of iterations to solve the primal subproblems compared to A3-v1 (resp. A3-v2); while the variant A1-v2 saves 20% (reps. 21%) compared to A3-v1 (resp. A3-v2).
Figure 9.3: The performance profiles of the four variants in terms of computational time.

Figure 9.4: The performance profile of the four variants in terms of iteration number.

9.6 Conclusion

We have developed a two-phase interior point decomposition algorithm for solving some classes of separable convex optimization problems. A main
assumption imposed on the problem is that the objective function is self-concordant or compatible with the feasible set [147]. This requirement fits very well in some classes of convex programming problems such as conic programming, monotropic programming and network optimization problems. The proposed method possesses two key features. First, we have allowed the algorithm to solve the primal subproblems inexactly which leads to the inexactness in the gradient and Hessian of the smoothed dual function. Second, the parameters of the algorithm have appropriately been chosen via convergence analysis that allows us to control them in implementations. The worst-case complexity of the algorithm has been estimated and is similar to the one in standard interior-point decomposition methods. Without the inexactness, this algorithm collapses to an exact interior-point methods which is similar to several variants studied in the literature, see e.g. [114, 132, 136, 172, 218, 220] but still possesses some advantages compared to those. Numerical tests on a network routing problem with congestion have shown the efficiency of the methods compared with existing algorithms.
Chapter 10

Application to separable nonconvex optimization

The aim of this chapter is to design an optimization algorithm for solving separable nonconvex optimization problems of the form (SepNCOP) which can be implemented in a parallel or distributed manner. Unfortunately, due to nonconvexity, the strong duality condition in the Lagrangian duality framework is no longer preserved in this setting. The dual decomposition approach in the previous chapters cannot be applied. Besides, conventional optimization methods such as SQP-type and interior-point algorithms usually require some global computation procedures such as evaluations of the objective function and constraints or globalization. These requirements are not suitable in a distributed implementation. In this chapter, we combine the sequential convex programming (SCP) framework developed in Part I and the algorithms proposed in the previous chapters to build a two-level decomposition algorithm for solving (SepNCOP). The SCP framework proposed in this chapter can be considered as a combination of the methods proposed in [142, 144], see also [190].

Contribution of Chapter 10. The contribution of this chapter is as follows:

a) We first propose a new sequential convex programming (SCP) scheme for solving separable nonconvex (possibly nonsmooth) optimization problems of the form (SepNCOP).

b) Then, we combine this SCP scheme and Algorithm 7.6.1 to obtain a two-level decomposition algorithm for solving (SepNCOP) and show the
convergence of this algorithm.

Outline of Chapter 10. This chapter consists of the following sections. In Section 10.1, we provide a sequential convex programming scheme to tackle problem (SepNCOP) and prove its global convergence. Section 10.2 presents a two-level decomposition algorithm for solving (SepNCOP). Section 10.3 deals with a numerical example to verify the proposed algorithm. We end this chapter by giving some conclusion.

10.1 Sequential convex programming approach for separable nonconvex optimization

Let us recall the separable nonconvex optimization problem defined by (SepNCOP) in this chapter for further references:

\[
\phi^* := \min_{x \in \mathbb{R}^n} \phi(x) := \sum_{i=1}^{M} [g_i(x_i) + h_i(F_i(x_i))],
\]

\[
\text{s.t. } \sum_{i=1}^{M} (A_i x_i - b_i) = 0, \quad x_i \in X_i, \; i = 1, \ldots, M,
\]

where \(x_i, A_i\) and \(b_i\) are defined as in (SepCOP) for \(i = 1, \ldots, M\). The function \(g_i : \mathbb{R}^{n_i} \to \mathbb{R}\) is assumed to be proper, lower semicontinuous, convex and possibly smooth, while \(h_i : \mathbb{R}^{m_i} \to \mathbb{R}\) is proper, lower semicontinuous and convex but not necessarily smooth. The inner function \(F_i : \mathbb{R}^{n_i} \to \mathbb{R}^{m_i}\) is continuously differentiable on its domain for \(i = 1, \ldots, M\). We note that the functions \(g_i\) and \(h_i\) used in this chapter are different from the ones in the previous chapters although we use the same notation.

Optimality condition

Let us denote by \(g := \sum_{i=1}^{m} g_i\), \(h := \sum_{i=1}^{M} h_i\), \(F := (F_1^T, \ldots, F_M^T)^T\), \(X := X_1 \times \cdots \times X_M\) and \(\Omega := \{x \in X \mid Ax - b = 0\}\). The optimality condition for problem (SepNCOP) can be expressed as:

\[
0 \in \partial g(x^*) + F'(x^*)^T \partial h(F(x^*)) + N_\Omega(x^*),
\]

where \(N_\Omega(x)\) is the normal cone of the convex set \(\Omega\) at \(x\), \(\partial g(\cdot)\) and \(\partial h(\cdot)\) are the subdifferential of \(g\) and \(h\) at \(\cdot\), respectively, and \(F'\) is the Jacobian mapping.
of $F$. The condition (10.1.1) can be written equivalently as:

$$\partial h(F(x^*)) \cap \{v \mid -F'(x^*)^T v \in \partial g(x^*) + N_{\Omega}(x^*)\} \neq \emptyset.$$  (10.1.2)

A point $x^*$ satisfying the condition (10.1.1) or (10.1.2) is called a stationary point. We denote by $\Omega^*$ the set of stationary points of (SepNCOP).

Instead of (10.1.1), we consider an approximate optimality condition for (SepNCOP) as follows:

$$\xi_g + F'(\tilde{x}^*)^T \xi_h^T (u - \tilde{x}^*) \geq -\varepsilon, \quad \forall u \in \Omega,$$  (10.1.3)

where $\varepsilon \geq 0$ is a given tolerance, $\xi_g \in \partial g(\tilde{x}^*)$ and $\xi_h \in \partial h(F(\tilde{x}^*))$ are subgradients of $g$ at $\tilde{x}^*$ and of $h(F(\cdot))$ at $F(\tilde{x}^*)$, respectively. In this case $\tilde{x}^*$ is called an $\varepsilon$-approximate stationary point of (SepNCOP).

#### Sequential convex programming scheme

Let $\mathcal{D}$ be a closed convex set in $\mathbb{R}^n$ with nonempty interior that contains $\Omega$. We make the following assumptions:

**Assumption A.10.1.12.** The function $g$ is convex in $\mathcal{D}$. The function $h$ is convex and $L_h$-Lipschitz continuous in $\mathbb{R}^m$, i.e.:

$$|h(u) - h(v)| \leq L_h \|u - v\|, \quad \forall u, v \in \mathbb{R}^m.$$  

The function $F$ is differentiable in $\mathcal{D}$ and its Jacobian mapping is $L_{F'}$-Lipschitz continuous in $\mathcal{D}$, i.e.:

$$\|F'(x) - F'(\hat{x})\| \leq L_{F'} \|x - \hat{x}\|, \quad \forall x, \hat{x} \in \mathcal{D}.$$  

As a simple example, the function $h(u) := \rho \|u\|$ is convex and Lipschitz continuous with a Lipschitz constant $L_h := \rho$ on $\mathbb{R}^m$ for any $\rho > 0$.

For a given $\tilde{x}$ in $\mathcal{D}$, let us define the following partial linearization of the objective function of (SepNCOP):

$$\psi(x; \tilde{x}) := g(x) + h(F(\tilde{x}) + F'(\tilde{x})(x - \tilde{x})).$$  (10.1.4)

Since $g$ and $h$ are convex, $\psi(\cdot; \tilde{x})$ is also convex. If, in addition, $g$ is differentiable and its gradient is $L_{g'}$-Lipschitz continuous in $\mathcal{D}$ then we can consider:

$$\psi_L(x; \tilde{x}) := g(\tilde{x}) + \nabla g(\tilde{x})^T (x - \tilde{x}) + h(F(\tilde{x}) + F'(\tilde{x})(x - \tilde{x})).$$  (10.1.5)

We have the following estimates.
Lemma 10.1.1. Under Assumption A.10.1.12, the function \( \psi(\cdot; \bar{x}) \) defined by (10.1.4) satisfies:

\[
|\phi(x) - \psi(x; \bar{x})| \leq \frac{M_\psi}{2} \|x - \bar{x}\|^2, \quad \forall x \in D,
\]

where \( M_\psi := L_h L_{F'} > 0 \).

If, in addition, \( g \) is differentiable and its gradient is \( L_{g'} \)-Lipschitz continuous in \( D \) then the following estimate holds:

\[
|\phi(x) - \psi_L(x; \bar{x})| \leq \frac{M_{\psi_L}}{2} \|x - \bar{x}\|^2, \quad \forall x \in D,
\]

where \( M_{\psi_L} := L_{g'} + L_h L_{F'} > 0 \).

Proof. Since \( F' \) is \( L_{F'} \)-Lipschitz continuous, for any \( x, \bar{x} \in D \), we have

\[
\|F(x) - F(\bar{x}) - F'(\bar{x})(x - \bar{x})\| \leq \frac{1}{2} L_{F'} \|x - \bar{x}\|^2.
\]

By using this estimate and the Lipschitz continuity of \( h \), we have:

\[
|\phi(x) - \psi(x; \bar{x})| = |h(F(x)) - h(F(\bar{x}) + F'(\bar{x})(x - \bar{x}))|
\]

\[
\leq L_h \|F(x) - F(\bar{x}) - F'(\bar{x})(x - \bar{x})\|
\]

\[
\leq \frac{1}{2} L_h L_{F'} \|x - \bar{x}\|^2,
\]

which is indeed (10.1.6). Similarly, by the Lipschitz continuity of \( \nabla g \) we have:

\[
|\phi(x) - \psi_L(x; \bar{x})| \leq |g(x) - g(\bar{x}) - \nabla g(\bar{x})^T(x - \bar{x})|
\]

\[
+ |h(F(x)) - h(F(\bar{x}) + F'(\bar{x})(x - \bar{x}))|
\]

\[
\leq \frac{L_{g'}}{2} \|x - \bar{x}\|^2 + L_h \|F(x) - F(\bar{x}) - F'(\bar{x})(x - \bar{x})\|
\]

\[
\leq \frac{L_{g'} + L_h L_{F'}}{2} \|x - \bar{x}\|^2,
\]

which proves (10.1.7). \( \square \)

For simplicity of presentation, we will use the formula \( \psi \) defined by (10.1.4) in the following SCP scheme. However, the obtained results remain true if we replace \( \psi \) by \( \psi_L \) defined by (10.1.5) with some modification.

Let \( \bar{x} \in \Omega \) be a given point and \( \beta > 0 \). We define:

\[
q(x; \bar{x}, \beta) := \psi(x; \bar{x}) + \frac{\beta}{2} \|x - \bar{x}\|^2 \quad \text{and} \quad v_0(\bar{x}; \beta) := \arg\min_{x \in \Omega} q(x; \bar{x}, \beta).
\]

(10.1.8)
Since \( q(\cdot; \bar{x}, \beta) \) is strongly convex with a convexity parameter \( \beta > 0 \), \( v_0 \) is well-defined and single-valued. The optimality condition for problem (10.1.8) becomes:

\[
\xi_q^T(u - v_0(\bar{x}; \beta)) \geq 0, \quad \forall u \in \Omega,
\]

for some \( \xi_q \in \partial q(v_0(\bar{x}; \beta); \bar{x}, \beta) \), which is necessary and sufficient for optimality.

Now, we define the proximal-gradient mapping of \( q(\cdot; \bar{x}, \beta) \) as:

\[
G_0(\bar{x}; \beta) := \beta(\bar{x} - v_0(\bar{x}; \beta)),
\]

We also define the error norm and the optimal value of (10.1.8), respectively as:

\[
e_0(\bar{x}; \beta) := \| \bar{x} - v_0(\bar{x}; \beta) \| \quad \text{and} \quad \varphi_0(\bar{x}; \beta) := \psi(v_0(\bar{x}; \beta); \bar{x}) + \frac{\beta}{2} \| v_0(\bar{x}; \beta) - \bar{x} \|^2.
\]

In practice, we can not solve problem (10.1.8) exactly. We can only solve this problem up to a given accuracy \( \epsilon > 0 \) to get:

\[
v_\epsilon(\bar{x}; \beta) := \arg\min_{x \in \Omega} q(x; \bar{x}, \beta),
\]

as in the sense of the following definition.

**Definition 10.1.1.** For a given tolerance \( \epsilon \geq 0 \), a point \( v_\epsilon \) is said to be an \( \epsilon \)-solution to (10.1.8) if:

\[
\xi_{q\epsilon}^T(u - v_\epsilon) \geq -\epsilon, \quad \forall u \in \Omega,
\]

for some \( \xi_{q\epsilon} \in \partial q(v_\epsilon; \bar{x}, \beta) \), where \( \partial q(v_\epsilon; \bar{x}, \beta) \) is the subdifferential of \( q(\cdot; \bar{x}, \beta) \) at \( v_\epsilon \) which can be computed as:

\[
\partial q(v_\epsilon; \bar{x}, \beta) := \partial g(v_\epsilon) + F'(\bar{x})^T \partial h(F(\bar{x}) + F'(\bar{x})(v_\epsilon - \bar{x})) + \beta(v_\epsilon - \bar{x}).
\]

Alternatively to \( G_0 \) and \( e_0 \), we define the approximate proximal-gradient mapping, the approximate error norm and the approximate optimal value of (10.1.8), respectively as:

\[
G_\epsilon(\bar{x}; \beta) := \beta(\bar{x} - v_\epsilon(\bar{x}; \beta)),
\]

and

\[
e_\epsilon(\bar{x}; \beta) := \| \bar{x} - v_\epsilon(\bar{x}; \beta) \| \quad \text{and} \quad \varphi_\epsilon(\bar{x}; \beta) := \psi(v_\epsilon(\bar{x}; \beta); \bar{x}) + \frac{\beta}{2} \| v_\epsilon(\bar{x}; \beta) - \bar{x} \|^2.
\]

The following lemma shows the properties of \( \| G_0(\bar{x}; \cdot) \| \) and \( e_0(\bar{x}; \cdot) \).

**Lemma 10.1.2.** The function \( \| G_0(\bar{x}; \cdot) \| \) is nondecreasing in \( \mathbb{R}_{++} \) and \( e_0(\bar{x}; \cdot) \) is nonincreasing in \( \mathbb{R}_{++} \). Moreover, we have:

\[
\phi(\bar{x}) - \varphi_\epsilon(\bar{x}; \beta) \geq \frac{\beta}{2} e_\epsilon(\bar{x}; \beta)^2 - \sqrt{2\beta \epsilon} e_\epsilon(\bar{x}; \beta).
\]
The following statement is obvious and can be obtained directly from the inequalities imply
Thus $\|G_0(\bar{x}; \beta)\|$ is nondecreasing in $\beta$ and $\|e_0(\bar{x}; \beta)\|$ is nonincreasing in $\beta$.

From the convexity of $\eta$, we have $\phi(\bar{x}) = \eta(0) \geq \eta(t) + \eta'(t)(0 - t) = \eta(t) + \frac{1}{2t^2}e_0^2(\bar{x}; 1/t)$. On the other hand, we have $\varphi_0(\bar{x}; \beta) = \eta(1/\beta)$. Substituting this relation into the last inequality we obtain:

$$\phi(\bar{x}) - \varphi_0(\bar{x}; \beta) \geq \frac{\beta}{2}e_0(\bar{x}; \beta)^2. \quad (10.1.14)$$

For simplicity of notation, we denote by $v_0 := v_0(\bar{x}; \beta)$ and $v_\varepsilon := v_\varepsilon(\bar{x}; \beta)$. From the strong convexity of $q(\cdot; \bar{x}, \beta)$ and (10.1.11), we can show that:

$$\frac{\beta}{2} \|v_\varepsilon - v_0\|^2 \leq \varphi_\varepsilon(\bar{x}; \beta) - \varphi_0(\bar{x}; \beta) \leq \varepsilon. \quad (10.1.15)$$

This inequalities imply $\|v_\varepsilon - v_0\| \leq \sqrt{2\varepsilon/\beta}$. Using the last inequality we can estimate $e_0(\bar{x}; \beta)^2 = \|v_0 - \bar{x}\|^2 \geq |e_\varepsilon(\bar{x}; \beta) - \|v_\varepsilon - v_0\|^2 \geq e_\varepsilon(\bar{x}; \beta)^2 - 2\sqrt{2\varepsilon/\beta}e_\varepsilon(\bar{x}; \beta) + 2\varepsilon/\beta$. Substituting the last inequality into (10.1.14) and then using (10.1.15) we obtain (10.1.13).

Lemma 10.1.2 shows that if we choose the regularization parameter too large then $\|G_0(\bar{x}; \cdot)\|$ may increase while the error $e_0(\bar{x}; \cdot)$ may decrease. This makes a slow progress towards a stationary point of problem (SepNCOP). For $\varepsilon$ sufficiently small, the inequality (10.1.13) provides a locally approximate quadratic bound for the objective function $\phi$ of (SepNCOP).

The following statement is obvious and can be obtained directly from the approximate optimality conditions (10.1.11) and (10.1.3).

**Lemma 10.1.3.** If $\bar{x}$ is a fixed point of the mapping $v_\varepsilon(\cdot; \beta)$, i.e. $\bar{x} = v_\varepsilon(\bar{x}; \beta)$ then it is an $\varepsilon$- stationary point of (SepNCOP).

Now, we are ready to prove a main estimate which will be used to show the global convergence of the SCP scheme described below.

**Lemma 10.1.4.** Suppose that Assumption A.10.1.12 is satisfied and $\bar{x} \in \Omega$ is a given point and $\beta > 0$. Then the point $v_\varepsilon(\bar{x}; \beta)$ defined by (10.1.8) satisfies the estimate:

$$\phi(\bar{x}) - \phi(v_\varepsilon(\bar{x}; \beta)) \geq \frac{2\beta - M_\psi}{2} e_\varepsilon(\bar{x}; \beta)^2 - \varepsilon = \frac{2\beta - M_\psi}{2\beta^2} \|G_\varepsilon(\bar{x}; \beta)\|^2 - \varepsilon, \quad (10.1.16)$$

where $M_\psi := L_hL_{F'}$. 

**Proof.** Let us denote by \( v_\varepsilon := v_\varepsilon(\bar{x}; \beta) \). By using (10.1.6), we have:

\[
\phi(v_\varepsilon) \leq g(v_\varepsilon) + h(F(\bar{x}) + F'(\bar{x})(v_\varepsilon - \bar{x})) + \frac{M_\psi}{2} \|v_\varepsilon - \bar{x}\|^2.
\]  

(10.1.17)

Now, since \( g \) and \( h \) are convex, for any \( v \) we have:

\[
g(\bar{x}) - g(v) \geq \xi_g(v)^T (\bar{x} - v),
\]

(10.1.18)

\[
h(F(\bar{x})) - h(F(\bar{x}) + F'(\bar{x})(v - \bar{x})) \geq \xi_h(F)^T F'(\bar{x})(\bar{x} - v),
\]

where \( \xi_h(F) \in \partial h(F(\bar{x}) + F'(\bar{x})(v - x)) \). Next, we consider the approximate optimality condition (10.1.11) of (10.1.8). By letting \( u = \bar{x} \) into (10.1.11), then combining the result and (10.1.18), we obtain:

\[
g(\bar{x}) + h(F(\bar{x})) \geq g(v_\varepsilon) + h(F(\bar{x}) + F'(\bar{x})(v_\varepsilon - \bar{x})) + \frac{M_\psi}{2} \|v_\varepsilon - \bar{x}\|^2 - \varepsilon.
\]

(10.1.19)

Now, by using the Lipschitz continuity of \( h \) and \( F' \) in Assumption A.10.1.12, for any \( v \) we have:

\[
h(F(v)) - h(F(\bar{x}) + F'(\bar{x})(v - \bar{x})) \leq L_h \|F(v) - F(\bar{x}) - F'(\bar{x})(v - \bar{x})\| \leq \frac{M_\psi}{2} \|v - \bar{x}\|^2.
\]

Substituting this inequality with \( v = v_\varepsilon \) into (10.1.19) we obtain:

\[
g(\bar{x}) + h(F(\bar{x})) - g(v_\varepsilon) - h(F(v_\varepsilon)) \geq \frac{2\beta - M_\psi}{2} \|v_\varepsilon - \bar{x}\|^2 - \varepsilon.
\]

(10.1.20)

Finally, by using the definitions of \( e_\varepsilon(\bar{x}; \beta) \), \( G_\varepsilon(\bar{x}; \beta) \) and \( \phi(\cdot) \), it follows from the last inequality that (10.1.16) holds.

Next, we define a sublevel set of \( \phi(\cdot) \) restricted to \( \Omega \) as:

\[
\mathcal{L}_\phi(\alpha) := \{ x \in \Omega \mid \phi(x) \leq \alpha \}.
\]

(10.1.21)

Then we have the following statement whose the proof can be done similarly as the proof of [144, Lemma 2.5].

**Lemma 10.1.5.** Let \( \varepsilon \geq 0 \) be given. Suppose that \( \mathcal{L}_\phi(\phi(\bar{x}))) + \varepsilon B(0, 1) \subseteq \text{int}(D) \). Then, if \( \beta \geq M_\psi \) then \( v_\varepsilon(\bar{x}; \beta) \in \mathcal{L}_\phi(\phi(\bar{x})) \).
Now, we can describe one step of the SCP algorithm as follows. The SCP algorithm generates a sequence \( \{x^k\}_{k \geq 0} \) starting from \( x^0 \in \Omega \) by applying the following scheme:

**Scheme S.10.1.1. (SCP scheme).**

- Fix a constant \( \mu \in (0, 1) \). Choose \( x^0 \in \Omega \) and \( \varepsilon_0 > 0 \) sufficiently small.
- For \( k = 0, 1, 2, \ldots \), perform:

\[
x^{k+1} := v_{\varepsilon_k}(x^k; \beta_k),
\]

\( (10.1.22) \)

where \( M_\psi \leq \beta_k \leq \bar{\beta} \) and \( \varepsilon_{k+1} := \min \left\{ \varepsilon_k, \frac{\mu M_\psi}{2} \|x^{k+1} - x^k\|^2 \right\} \).

**End.**

The following theorem shows that the sequence \( \{x^k\}_{k \geq 0} \) generated by Scheme S.10.1.1 converges to a stationary point \( x^* \in \Omega^* \).

**Theorem 10.1.1.** Let \( \{x^k\}_{k \geq 0} \) be a sequence generated by Scheme S.10.1.1. Then:

\[
\phi(x^k) - \phi^* \geq \frac{(1 - \mu)M_\psi}{2} \sum_{j=k}^{\infty} e_{\varepsilon_j}(x^j; \beta_j)^2 - \varepsilon_k,
\]

\( (10.1.23) \)

where \( \varepsilon_k \geq 0 \) and \( \phi^* \) is the optimal value of (SepNCOP) in \( \mathcal{L}_\phi(\phi(x^0)) \).

Consequently, one has \( \lim_{k \to \infty} \|x^{k+1} - x^k\| = 0 \) and the set of limit points \( \Omega^* \) of \( \{x^k\} \) is either empty or nonempty and connected. Suppose further that the sublevel set \( \mathcal{L}_\phi(\phi(x^0)) \) is bounded from below. Then every limit point of \( \{x^k\} \) is a stationary point of (SepNCOP). Moreover, if \( \Omega^* \) is finite then the whole sequence \( \{x^k\}_{k \geq 0} \) converges to a point \( x^* \) in \( \Omega^* \).

**Proof.** From Lemma 10.1.4 and the condition \( \beta_k \geq M_\psi \) we have:

\[
\phi(x^k) - \phi(x^{k+1}) \geq \frac{2\beta_k - M_\psi}{2} e_{\varepsilon_k}(x^k; \beta)^2 - \varepsilon_k \geq \frac{M_\psi}{2} e_{\varepsilon_k}(x^k; \beta_k)^2 - \varepsilon_k, \quad \forall k \geq 0.
\]

Summing up this inequality from \( j = k \) to \( j = N \geq k \) with noting that \( \varepsilon_k = \min \left\{ \frac{\mu M_\psi}{2} \|x^k - x^{k-1}\|^2, \varepsilon_{k-1} \right\} \leq \frac{\mu M_\psi}{2} \|x^k - x^{k-1}\|^2 \) for \( k \geq 1 \) we get:

\[
\phi(x^k) - \phi(x^{N+1}) \geq \sum_{j=k}^{N-1} (1 - \mu) \frac{M_\psi}{2} e_{\varepsilon_j}(x^j; \beta_j)^2 + \frac{M_\psi}{2} e_{\varepsilon_N}(x^N; \beta_N) + \frac{M_\psi}{2} e_{\varepsilon_k}(x^k; \beta_k) - \varepsilon_k
\]

\[
\geq \frac{(1 - \mu)M_\psi}{2} \sum_{j=k}^{N} e_{\varepsilon_j}(x^j; \beta_j)^2 - \varepsilon_k + \varepsilon_{N+1}, \quad (10.1.24)
\]
which can be rewritten as:

\[ [\phi(x^k) + \varepsilon_k] - [\phi(x^{N+1}) + \varepsilon_{N+1}] \geq \frac{(1 - \mu) M_p}{2} \sum_{i=k}^{N} c_{\varepsilon_j}(x^j; \beta_j)^2. \tag{10.1.25} \]

Since the sequence \( \{\phi(x^k) + \varepsilon_k\} \) is bounded from below and the sequence \( \{\varepsilon_k\} \) does not increase, passing to the limit \( N \to \infty \) in (10.1.24) we obtain (10.1.23). Next, we set \( k = 0 \) in (10.1.24) and passing to the limit \( N \to \infty \) we have \( \sum_{j=0}^{\infty} c_{\varepsilon_j}(x^j; \beta_j)^2 < +\infty \). Therefore, \( \lim_{k \to \infty} \|x^k - x^{k+1}\| = 0 \). This limit implies that the set of limit points of \( \{x^k\}_{k \geq 0} \) is either empty or nonempty and connected.

Since the approximate level set \( L_{\phi}(\phi(x^0)) \) is bounded, by Lemma 10.1.5, we conclude that the sequence \( \{x^k\}_{k \geq 0} \) is bounded. Thus the set of limit points \( \Omega^* \) is nonempty. Next, by passing to the limit through a subsequence and then combining the result and Lemma 10.1.3 we can easily prove that every limit point is a stationary point of \( (\text{SepNCOP}) \). If the set of limit points \( \Omega^* \) is finite, by applying the result [153, Chapt. 28], we obtain the proof of the remaining statement.

### 10.2 Two-level decomposition algorithm

Recall that the primal subproblem (10.1.10) in the SCP scheme \( \text{S.10.1.1} \) is convex and separable. In principle, we can apply the algorithms developed in the previous chapters to obtain a two-level decomposition algorithm for solving \( (\text{SepNCOP}) \). In particular, since the objective function of (10.1.10) is strongly convex with a convexity parameter \( \beta > 0 \), in the following algorithm, we apply Algorithm 7.6.1 in Chapter 7 to solve (10.1.10).

Problem (10.1.10) can be written explicitly as follows:

\[
\min_x \sum_{i=1}^{M} \left[ g_i(x_i) + h_i(F_i(\bar{x}_i) + F'_i(\bar{x}_i)(x_i - \bar{x}_i)) + \frac{\beta}{2} \|x_i - \bar{x}_i\|^2 \right] \\
\text{s.t.} \quad \sum_{i=1}^{M} (A_i x_i - b_i) = 0, \\
\quad x_i \in X_i, \ i = 1, \ldots, M. \tag{10.2.1}
\]

This problem is in fact in the form of \( (\text{SepCOP}) \). Therefore, we combine the SCP scheme \( \text{S.10.1.1} \) and Algorithm 7.6.1 to obtain a two-level algorithm for solving \( (\text{SepNCOP}) \). In this case, we also assume that the Lipschitz constants \( L_h \) and \( L_{F'} \) are known \( a \ priori \). The algorithm is described in detail as follows:
Algorithm 10.2.1. (Two-level SCP decomposition algorithm).

Initialization: Perform the following steps:

1. Given a tolerance $\varepsilon_{\text{outer}} > 0$ for the outer loop.
2. Choose positive numbers $\bar{\beta} > \beta \geq M \psi := L_h L F'$ and $\mu \in (0, 1)$.
3. For each component $i$, choose an initial point $x^0_i \in X_i$ ($i = 1, \cdots, M$).
4. Select a sufficiently small accuracy value $0 < \varepsilon_0 < \varepsilon_{\text{outer}}$.

Outer iteration: For $k = 0, 1, 2, \ldots$, perform the following steps:

- **Step 1**: Select an appropriate value $\beta_k \in [\beta, \bar{\beta}]$.
- **Step 2**: (inner iteration). For a given $x^k := (x^k_1, \cdots, x^k_M)$, apply Algorithm 7.6.1 to solve the separable and strongly convex programming problem (10.2.1) up to the given accuracy $\varepsilon_k$ to obtain a solution $x^{k+1}$.
- **Step 3**: If $\|x^{k+1}_i - x^k_i\| \leq \varepsilon_{\text{outer}}$ for $i = 1, \cdots, M$ then terminate the outer loop $k$.
- **Step 4**: For $i = 1, \cdots, M$, evaluate the function $F_i$ and its Jacobian at the new point $x^{k+1}_i$ in parallel. Compute the new accuracy $\varepsilon_{k+1} := \min \left\{ \frac{\mu M \psi}{2} \|x^{k+1} - x^k\|^2, \varepsilon_k \right\}$.

End.

By strong convexity of (10.2.1), the inner-loop carried out by Algorithm 10.2.1 at Step 2 converges sublinearly with the convergence rate $O(1/j^2)$. Therefore, we can terminate the inner-loop after a certain number of iterations which can be defined a priori. The convergence of the inner-loop has been proved in Theorem 7.6.1.

The following theorem shows the convergence of Algorithm 10.2.1 which can be considered as a consequence of Theorem 10.1.1.

**Theorem 10.2.1.** Under the assumptions of Theorem 10.1.1, the sequence $\{x^k\}_{k \geq 0}$ generated by Algorithm 10.2.1 still satisfies the conclusions of Theorem 10.1.1.

Note that if $g$ is differentiable and its gradient is $L_g$-Lipschitz continuous in $D$ then we can modify Algorithm 10.2.1 to process this case. The computation of the accuracy $\varepsilon_k$ in Algorithm 10.2.1 still requires global information, the norm of the difference of the vectors $x^k$ and $x^{k+1}$. 
10.3 Numerical tests

In this section, we verify Algorithm 10.2.1 by applying it to solve the following separable nonconvex optimization problem:

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} \phi(x) &:= \sum_{i=1}^{n} \left[ \frac{1}{2} p_i x_i^2 + q_i x_i + \rho \left( \frac{1}{2} c_i x_i^2 + d_i x_i + e_i \right) \right] \\
\text{s.t.} \quad \sum_{i=1}^{n} (A_i x_i - b_i) &= 0, \\
0 &\leq x_i \leq 1, \quad i = 1, \ldots, n.
\end{align*}
\] (10.3.1)

Here \( p, q, c, d, e \) are given vectors in \( \mathbb{R}^n \) with the components \( p_i, q_i, c_i, d_i, e_i \), respectively, and \( p_i \geq 0 \) for \( i = 1, \ldots, n; A := [A_1, \ldots, A_n] \in \mathbb{R}^{m \times n}, b_i \in \mathbb{R}^m \) for \( i = 1, \ldots, n \) and \( \rho > 0 \) are given.

Let us define \( g(x) := \sum_{i=1}^{n} \left( \frac{1}{2} p_i x_i^2 + q_i x_i \right), h(u) := \rho \| u \|_1, F(x) := (\frac{1}{2} c_1 x_1^2 + d_1 x_1 + e_1, \ldots, \frac{1}{2} c_n x_n^2 + d_n x_n + e_n)^T, b := \sum_{i=1}^{n} b_i \) and \( X := [0,1]^n \). Since \( p_i \geq 0 \) for all \( i = 1, \ldots, n \), \( g \) is convex. It is also easy to check that \( h \) is convex and Lipschitz continuous with a Lipschitz constant \( L_h := \rho \), and \( F'(x) := \text{diag}(c_1 x_1 + d_1, \ldots, c_n x_n + d_n) \) is also Lipschitz continuous with a Lipschitz constant \( L_F := \max_{1 \leq i \leq n} |c_i| \). Hence, problem (10.3.1) can be written in the form (SepNCOP).

We have implemented Algorithm 10.2.1 in C++ running on a 16 cores Intel Xeon 2.7GHz workstation with 12 GB of RAM. The inner loop at Step 2 of Algorithm 10.2.1 was parallelized by using OpenMP. We terminated the outer loop of the algorithm if the relative feasibility gap \( \text{rfgap} := \| Ax^k - b \| / \max \{ \| Ax^0 - b \| , 1.0 \} \leq 10^{-3} \) and either \( \text{error} := \| x^{k+1} - x^k \| / \max \{ \| x^k \| , 1.0 \} \leq 10^{-3} \) or the quantity:

\[ \text{rfval}_{kj} := \| \phi(x^k) - \phi(x^{k-j}) \| / \max \{ \| \phi(x^k) \| , 1.0 \} \]

does not change significantly after five successive iterations, i.e. \( \text{rfval}_{kj} \leq 10^{-3} \) for \( j = 1, \ldots, 5 \). The initial tolerance \( \varepsilon_0 \) for the inner loop was set to \( \varepsilon_0 := 0.5 \times 10^{-3} \), and then was updated by \( \varepsilon_{k+1} := \left\{ \frac{0.5 M_\psi}{2} \| x^{k+1} - x^k \|^2 , \varepsilon_k \right\} \). The maximum number of iterations in the inner loop was set to \( j_{\text{max}} := 10,000 \). The parameter \( \beta_k \) was fixed at \( \beta_k := 1.005 M_\psi \). We notice that the primal subproblems formed from each component of (10.2.1) in this example can be solved in a closed form.

The data of the problem instances was generated as follows. Vectors \( d, e, q \) and matrix \( A \) were generated randomly in \([-1,1]\). Vectors \( c \) and \( p \) were also generated randomly in \([-0.5,0.5]\) and \([0,1]\), respectively. Vector \( b \) was computed.
by \( b := Ax_t \) for a given test point \( x_t \in [0,1]^n \). The penalty parameter \( \rho \) was fixed at \( \rho := 10 \).

We have tested Algorithm 10.2.1 for 25 problem instances. The performance information and results reported by this algorithm are shown in Table 10.1.

> Table 10.1: Performance information and results of Algorithm 10.2.1

<table>
<thead>
<tr>
<th>( P_{n'} )</th>
<th>Size</th>
<th>( m )</th>
<th>( n )</th>
<th>( \text{oiter} )</th>
<th>( \text{iiter} )</th>
<th>( \text{time}[s] )</th>
<th>( \text{error} )</th>
<th>( \text{rfgap} )</th>
<th>( \text{objval} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>50</td>
<td>1000</td>
<td>11</td>
<td>1868</td>
<td>5.31</td>
<td>9.012 \times 10^{-5}</td>
<td>0.475 \times 10^{-3}</td>
<td>3539.450</td>
<td></td>
</tr>
<tr>
<td>#2</td>
<td>100</td>
<td>1000</td>
<td>11</td>
<td>2149</td>
<td>9.15</td>
<td>6.775 \times 10^{-3}</td>
<td>0.586 \times 10^{-3}</td>
<td>3469.270</td>
<td></td>
</tr>
<tr>
<td>#3</td>
<td>150</td>
<td>1000</td>
<td>11</td>
<td>2749</td>
<td>16.91</td>
<td>4.566 \times 10^{-3}</td>
<td>0.558 \times 10^{-3}</td>
<td>3685.160</td>
<td></td>
</tr>
<tr>
<td>#4</td>
<td>200</td>
<td>1000</td>
<td>11</td>
<td>3143</td>
<td>23.82</td>
<td>7.307 \times 10^{-3}</td>
<td>0.606 \times 10^{-3}</td>
<td>3929.740</td>
<td></td>
</tr>
<tr>
<td>#5</td>
<td>250</td>
<td>1000</td>
<td>11</td>
<td>3464</td>
<td>30.48</td>
<td>8.298 \times 10^{-3}</td>
<td>0.619 \times 10^{-3}</td>
<td>3940.790</td>
<td></td>
</tr>
<tr>
<td>#6</td>
<td>300</td>
<td>1000</td>
<td>11</td>
<td>3852</td>
<td>40.08</td>
<td>5.861 \times 10^{-3}</td>
<td>0.587 \times 10^{-3}</td>
<td>3973.160</td>
<td></td>
</tr>
<tr>
<td>#7</td>
<td>350</td>
<td>1000</td>
<td>11</td>
<td>4004</td>
<td>47.76</td>
<td>5.299 \times 10^{-3}</td>
<td>0.723 \times 10^{-3}</td>
<td>4259.940</td>
<td></td>
</tr>
<tr>
<td>#8</td>
<td>400</td>
<td>1000</td>
<td>11</td>
<td>4114</td>
<td>54.33</td>
<td>5.174 \times 10^{-3}</td>
<td>0.731 \times 10^{-3}</td>
<td>4486.220</td>
<td></td>
</tr>
<tr>
<td>#9</td>
<td>450</td>
<td>1000</td>
<td>11</td>
<td>4711</td>
<td>67.86</td>
<td>5.831 \times 10^{-3}</td>
<td>0.740 \times 10^{-3}</td>
<td>4730.130</td>
<td></td>
</tr>
<tr>
<td>#10</td>
<td>500</td>
<td>1000</td>
<td>11</td>
<td>4885</td>
<td>78.33</td>
<td>8.147 \times 10^{-3}</td>
<td>0.691 \times 10^{-3}</td>
<td>4848.320</td>
<td></td>
</tr>
<tr>
<td>#11</td>
<td>550</td>
<td>2000</td>
<td>11</td>
<td>4804</td>
<td>226.33</td>
<td>8.743 \times 10^{-3}</td>
<td>0.672 \times 10^{-3}</td>
<td>8324.100</td>
<td></td>
</tr>
<tr>
<td>#12</td>
<td>600</td>
<td>2000</td>
<td>11</td>
<td>5159</td>
<td>316.39</td>
<td>5.292 \times 10^{-3}</td>
<td>0.623 \times 10^{-3}</td>
<td>8087.260</td>
<td></td>
</tr>
<tr>
<td>#13</td>
<td>650</td>
<td>2000</td>
<td>11</td>
<td>5255</td>
<td>366.47</td>
<td>7.940 \times 10^{-3}</td>
<td>0.667 \times 10^{-3}</td>
<td>8373.030</td>
<td></td>
</tr>
<tr>
<td>#14</td>
<td>700</td>
<td>2000</td>
<td>11</td>
<td>5645</td>
<td>402.23</td>
<td>7.805 \times 10^{-3}</td>
<td>0.707 \times 10^{-3}</td>
<td>8976.730</td>
<td></td>
</tr>
<tr>
<td>#15</td>
<td>750</td>
<td>2000</td>
<td>11</td>
<td>5898</td>
<td>493.21</td>
<td>5.860 \times 10^{-3}</td>
<td>0.668 \times 10^{-3}</td>
<td>8530.690</td>
<td></td>
</tr>
<tr>
<td>#16</td>
<td>800</td>
<td>3000</td>
<td>11</td>
<td>6184</td>
<td>974.17</td>
<td>8.942 \times 10^{-3}</td>
<td>0.648 \times 10^{-3}</td>
<td>12270.300</td>
<td></td>
</tr>
<tr>
<td>#17</td>
<td>850</td>
<td>3000</td>
<td>11</td>
<td>6103</td>
<td>788.78</td>
<td>6.926 \times 10^{-3}</td>
<td>0.674 \times 10^{-3}</td>
<td>12361.500</td>
<td></td>
</tr>
<tr>
<td>#18</td>
<td>900</td>
<td>3000</td>
<td>11</td>
<td>6214</td>
<td>900.54</td>
<td>6.939 \times 10^{-3}</td>
<td>0.661 \times 10^{-3}</td>
<td>12305.300</td>
<td></td>
</tr>
<tr>
<td>#19</td>
<td>950</td>
<td>3000</td>
<td>11</td>
<td>6444</td>
<td>1029.44</td>
<td>7.514 \times 10^{-3}</td>
<td>0.662 \times 10^{-3}</td>
<td>12469.400</td>
<td></td>
</tr>
<tr>
<td>#20</td>
<td>1000</td>
<td>3000</td>
<td>11</td>
<td>6606</td>
<td>1076.14</td>
<td>7.629 \times 10^{-3}</td>
<td>0.714 \times 10^{-3}</td>
<td>13007.200</td>
<td></td>
</tr>
<tr>
<td>#21</td>
<td>1000</td>
<td>3500</td>
<td>11</td>
<td>6404</td>
<td>1364.64</td>
<td>6.842 \times 10^{-3}</td>
<td>0.703 \times 10^{-3}</td>
<td>14458.000</td>
<td></td>
</tr>
<tr>
<td>#22</td>
<td>1000</td>
<td>4000</td>
<td>11</td>
<td>6721</td>
<td>1482.57</td>
<td>10.381 \times 10^{-3}</td>
<td>0.648 \times 10^{-3}</td>
<td>16178.600</td>
<td></td>
</tr>
<tr>
<td>#23</td>
<td>1000</td>
<td>4250</td>
<td>11</td>
<td>6847</td>
<td>1317.29</td>
<td>7.160 \times 10^{-3}</td>
<td>0.615 \times 10^{-3}</td>
<td>16349.500</td>
<td></td>
</tr>
<tr>
<td>#24</td>
<td>1000</td>
<td>4500</td>
<td>11</td>
<td>6688</td>
<td>1552.98</td>
<td>7.750 \times 10^{-3}</td>
<td>0.635 \times 10^{-3}</td>
<td>17722.600</td>
<td></td>
</tr>
<tr>
<td>#25</td>
<td>1000</td>
<td>5000</td>
<td>11</td>
<td>6777</td>
<td>1973.95</td>
<td>7.895 \times 10^{-3}</td>
<td>0.611 \times 10^{-3}</td>
<td>19873.700</td>
<td></td>
</tr>
</tbody>
</table>

Here, the first column is the problem number; \( \text{oiter} \) is the number of outer iterations; \( \text{iiter} \) is the number of average inner iterations in Algorithm 7.6.1; \( \text{time}[s] \) is the total of computational time in seconds; two quantities \( \text{rfgap} \) and \( \text{error} \) are defined as above; and \( \text{objval} \) is the objective values.
As we can observe from Table 10.1 that the number of outer iterations in Algorithm 10.2.1 is rather small and does not change when the size of the problem increases. However, since the algorithm of the inner loop is just a first-order method, it requires many iterations and the number of iterations increases significantly when the problem size increases. Note that we can reduce the number of inner iterations by reducing the accuracy $\varepsilon_0$. In contrast, the number of outer iterations increases accordingly.

10.4 Conclusion

In this chapter, we have presented a two-level decomposition algorithm for solving a class of separable nonconvex optimization problems. This algorithm can be considered as a combination of an inexact SCP scheme in the context of Part I for nonconvex optimization and the decomposition algorithm for separable and strongly convex optimization, Algorithm 7.6.1, in Chapter 7. We have proved the global convergence of the SCP outer loop and, consequently, we have obtained the convergence of the whole algorithm. This algorithm has been tested via a numerical example. However, the theoretical and numerical results presented in this chapter are still preliminary due to several mathematical challenges of nonconvex optimization problems.
Chapter 11

Conclusion

11.1 Conclusion

In this thesis we have integrated two structure-exploiting approaches for solving nonlinear optimization problems both in the convex and nonconvex case, namely sequential convex programming and decomposition methods, and extended the existing state-of-the-art by new algorithms and convergence proofs.

Part I: Sequential Convex Programming (SCP)

In Chapter 2, we have proposed a general adjoint-based predictor-corrector SCP algorithm and two variants for solving parametric optimization problems as well as nonlinear optimization problems. We proved the stability of the tracking error for the online SCP algorithm and the local convergence of the SCP algorithm. These methods are suitable for nonconvex problems that possess convex substructures which can be efficiently handled by using convex optimization techniques. The performance of the algorithms has been validated by two numerical examples in nonlinear model predictive control as well as optimal control in Chapter 3. The basic assumptions used in our development are the strong regularity, the Lipschitz continuity assumption A.2.4.3b) and the approximation assumption A.2.4.3a) or A.2.4.3'. The strong regularity concept was introduced by Robinson in [161] and has been widely used in optimization and nonlinear analysis, while the two last assumptions are needed in any Newton-type algorithm. As in SQP methods, these assumptions involve some Lipschitz constants that may be difficult to determine in practice.
In Chapter 4, we have proposed a new algorithm for solving a class of nonconvex semidefinite programming problems, which can be viewed as a generalization of the inner convex approximation method [9, 128]. The key idea is to locally approximate the nonconvex feasible set of the problem by a sequence of inner positive semidefinite (psd)-convex sets. As a special case, we derived a new variant of this algorithm which we call a generalized convex-concave decomposition algorithm. This algorithm covers both the difference of two convex functions algorithm [157] and the convex-concave procedure [178] in the case of scalar functions as special cases. The convergence of both algorithms has been investigated under standard assumptions usually used in nonconvex semidefinite programming. Both algorithms are easy to implement by using available semidefinite programming solvers. We have shown that these algorithms are suitable to treat optimization problems with bilinear matrix inequality (BMI) constraints. However, the second algorithm depends crucially on the psd-convex-concave decomposition of the given BMI constraints. In practice, it is important to exploit the specific structure of the problems and find an appropriate psd-convex-concave decomposition for this algorithm. The methods developed in Chapter 4 can be extended to solve general nonlinear semidefinite programming problems, where either an inner convex approximation or a psd-convex-concave decomposition of the nonconvex mappings is available. Numerical tests in static feedback controller design presented in Chapter 5 confirmed the theoretical development.

**Part II: Decomposition in separable optimization**

In Chapter 6, we have briefly reviewed the related existing methods for solving separable optimization problems both in the convex and nonconvex case. Then we recalled the Lagrangian dual decomposition for separable convex optimization problems and some concepts in parallel and distributed computing mechanism and performance profiles which have been used throughout Chapters 7-10.

In Chapter 7, two new decomposition algorithms for large-scale separable convex optimization have been proposed. These algorithms were designed based on three techniques, namely dual decomposition, smoothing via proximity-functions and excessive gap. The convergence of both algorithms has been proved and the worst-case complexity bound has been established. The main advantage of these algorithms is that they automatically update the smoothness parameters without using any tuning strategy. This allows one to control the step-size of the algorithms in order to generate a larger step at the first iterations towards a solution. Although the global convergence rate is still sublinear, i.e. $O(1/k)$, where $k$ is the iteration counter, the computational results are remarkable, especially when the number of variables as well as the number of components
increase. Two switching variants of the proposed algorithms were obtained. As a special case, the convergence of the second algorithm can be accelerated up to $O(1/k^2)$ when it is applied to solve strongly convex programming problems. This is similar to existing fast gradient methods in [143]. Extensions to inexact cases have also been investigated. In these algorithms we allowed that one solves the primal subproblems inexactly which is always the case in any practical implementation. From a theoretical point of view, the algorithms possess a good worst-case performance, due to the use of automatic strategies in updating the algorithm parameters.

In Chapter 8, we proposed a new path-following gradient-based decomposition algorithm for solving separable convex optimization problems. This algorithm is also based on three techniques, namely dual decomposition, path-following and smoothing via self-concordant barriers. The convergence of the algorithm has been proved and the rate of local convergence has been estimated. We have also adapted Nesterov’s fast gradient scheme to this framework. We obtained a new variant of the fast gradient method for solving separable convex optimization problems which has the worst-case complexity $O(1/\varepsilon)$, where $\varepsilon$ is a given accuracy. Both algorithms have the following advantages. First, the convergence rate of Algorithm 8.3.1 is $O(1/k)$ which is faster than the subgradient methods of multipliers recently considered in [61, 137]. Second, the worst-case complexity bound of the algorithms does not depend on the size of the feasible set as the one in [135]. It only depends on the size of the problem. Moreover, we can solve the primal subproblems of each component in both algorithms via a system of generalized equations instead of general convex programs as in the previous chapter.

In Chapter 9, we took a closer look at the structure of the objective function of the separable convex optimization problem where we assumed that this function is self-concordant. It allows us to both apply smoothing techniques via self-concordant barriers and the path-following method based on Newton-type iterations. We have proposed a path-following algorithm with inexact perturbed Newton iterations. The convergence of the algorithm has been analyzed and its complexity has been estimated. The theory presented in this chapter is significant in practice, since it allows us to solve the primal subproblems inexactly. Moreover, we can balance between the accuracy of solving the primal subproblem and the convergence rate of the path-following algorithm. As a special case, we have obtained again the path-following methods studied by Zhao [218], Mehrotra et al [132], Shida [172] and Necoara and Suykens [134]. However, by analyzing directly the path-following scheme, we can optimally choose the algorithm parameters compared to those methods in [132, 134, 172, 218]. Numerical tests and comparisons have been implemented to verify the theoretical development.
In Chapter 10, we have shown that we can apply the algorithms proposed in the previous chapters to solve separable nonconvex optimization problems. By combining an inexact sequential convex programming scheme in the context of Part I and the algorithms proposed in Part II, we obtained a two-level decomposition algorithm for solving separable nonconvex optimization problems. This algorithm has also been verified via numerical tests.

11.2 Future research directions

The sequential convex programming (SCP) approach remains a promising direction to pursue. In this thesis we have only proposed a generic adjoint based predictor-corrector sequential convex programming algorithmic framework for parametric optimization. As a consequence, we obtained an SCP algorithm for solving nonconvex optimization problems and its local convergence result. However, globalization strategies, global convergence as well as implementation aspects for this algorithm have not completely been studied yet. This offers more research to investigate further the theory and implementation of the SCP algorithm. Besides, two important applications of SCP, namely in robust optimization and experimental design have not been covered yet in the thesis. Developing new variants of SCP which allows one to exploit specific structures of these applications is interesting for future research.

Regarding the generalized inner approximation methods developed in Chapter 4, we have showed that these algorithms can be applied to solve several nonconvex semidefinite programs arising in static feedback controller design. However, these algorithms can be applied to other applications, e.g. topology optimization, where we can find a suitable inner convex approximation for such problems by taking into account their specific structure. Extensions of this approach to other problem classes will be an interesting research direction to discover.

In the second part of the thesis, we have focused on the dual decomposition methods for separable convex optimization. Nevertheless, many optimization applications in practice are nonconvex and hence dual decomposition approaches are no longer directly applicable to these problems. Although we have proposed a two-level decomposition method to solve separable nonconvex optimization problems, but this algorithm still has several disadvantages. Despite of mathematical challenges, it is necessary to develop new decomposition algorithms for solving nonconvex optimization problems. In particular, one can improve the two-level algorithm to obtain an one-loop algorithm. Besides, the research on global iteration-complexity, distributed implementations of the
second order decomposition methods as well as online decomposition algorithms remain open questions.

Alternatively to the theory development, we have only provided some representative applications and academic numerical examples for testing the algorithms. Developing new problem formulations for applications as well as looking for practical problems which can be solved by the methodologies developed in this thesis is also worthwhile for a future research direction.
Appendix A

The proof of technical statements

A.1 The proof of technical statements in Chapt. 7

In this appendix, we provide a full proof of Lemmas and Theorems presented in Chapter 7.

The proof of Theorem 7.7.1. We divide the proof of this theorem into two cases. First, we show that the point \((\tilde{x}^+, \tilde{y}^+)\) generated by the scheme \(\tilde{S}_{2ps}\) maintains the \(\delta_+\)-excessive gap condition (7.2.7). Then we prove for the scheme \(\tilde{S}_{2ds}\).

Case 1 (For scheme \(\tilde{S}_{2ps}\)). Let us denote by \(y^2^+ := y^*(\tilde{x}; \beta_2^+), x^1 := x^*(\tilde{y}; \beta_1), \tilde{x}^1 := \tilde{x}^*(\tilde{y}; \beta_1), \tilde{x}^{1+} := \mathcal{P}(\tilde{x}; \beta_2^+), \|x - x^1\|_\sigma := \sum_{i=1}^M \sigma X_i \|x_i - x_i^1\|^2\).

From the definition of \(g(\cdot; \beta_1), (7.7.2)[\text{line 2}]\) and \(\beta_1^+ = (1 - \tau)\beta_1\) we have:

\[
g(y^+; \beta_1^+) = \min_{x \in X} \{\phi(x) + (y^+)^T (A x - b) + \beta_1^+ p_X(x)\}\]

\[
\overset{\text{line 2(7.7.2)}}{=} \min_{x \in X} \{(1 - \tau) \left[\phi(x) + \tilde{y}^T (A x - b) + \beta_1 p_X(x)\right][1]\} + \tau \left[\phi(x) + (y^2^+)^T (A x - b)\right][2].
\]
First, we estimate the term \([\cdot]_{[1]}\) in (A.1.1). Since the function \(\phi(\cdot) + \bar{y}^T(A \cdot - b) + \beta_1p_X(\cdot)\) is strongly convex with a convexity parameter \(\beta_1\sigma X > 0\), by using the optimality condition, one can show:

\[
\begin{align*}
[\cdot]_{[1]} & \geq \min_{x \in X} \{ \phi(x) + \bar{y}^T(Ax - b) + \beta_1p_X(x) \} + \frac{\beta_1}{2} \|x - x^1\|_\sigma^2 \\
& \overset{(7.1.7)}{=} g(\bar{y}; \beta_1) + \frac{\beta_1}{2} \|x - x^1\|_\sigma^2 \\
& \overset{(7.2.7)}{\geq} f(\bar{x}; \beta_2) + \frac{\beta_1}{2} \|x - x^1\|_\sigma^2 - \delta.
\end{align*}
\]

Note that since \(\psi(\bar{x}; \beta_2) = \frac{1}{2\beta_2} \|A\bar{x} - b\|^2 = \frac{(1-\tau)}{2\beta_2} \|A\bar{x} - b\|^2 = (1-\tau)\psi(\bar{x}; \beta_2^+),\) by substituting this relation into (A.1.2) we obtain:

\[
\begin{align*}
[\cdot]_{[1]} & \geq \phi(\bar{x}) + \psi(\bar{x}; \beta_2) + \frac{\beta_1}{2} \|x - x^1\|_\sigma^2 - \delta \\
& = \phi(\bar{x}) + \psi(\bar{x}; \beta_2^+) - \tau \psi(\bar{x}; \beta_2^+) + \frac{\beta_1}{2} \|x - x^1\|_\sigma^2 - \delta \\
& \overset{\text{def. } \psi}{\geq} \phi(\bar{x}) + \psi(\bar{x}; \beta_2^+) + \nabla_x \psi(\hat{x}; \beta_2^+)^T(\bar{x} - \hat{x}) + \frac{\beta_1}{2} \|x - x^1\|_\sigma^2 - \delta \\
& + \frac{1}{2\beta_2^+} \|A(\bar{x} - \hat{x})\|^2 - \tau \psi(\bar{x}; \beta_2^+). \quad (A.1.3)
\end{align*}
\]

Here, the last inequality follows from the fact that \(\psi(\bar{x}; \beta_2^+) = \frac{1}{2\beta_2^+} \|A\bar{x} - b\|^2\).

Next, we consider the term \([\cdot]_{[2]}\) of (A.1.1). We have:

\[
\begin{align*}
[\cdot]_{[2]} & = \phi(x) + (y^{2+})^T A(x - \hat{x}) + (A\hat{x} - b)^T y^{2+} \\
& \overset{\text{Lemma } 7.1.3}{=} \phi(x) + \nabla_x \psi(\hat{x}; \beta_2^+)^T(x - \hat{x}) + \frac{1}{\beta_2^+} \|A\hat{x} - b\|^2 \\
& = \phi(x) + \psi(\hat{x}; \beta_2^+) + \nabla_x \psi(\hat{x}; \beta_2^+)^T(x - \hat{x}) + \psi(\hat{x}; \beta_2^+). \quad (A.1.4)
\end{align*}
\]

From the definitions of \(\|\cdot\|_\sigma, D_\sigma\) and \(\varepsilon_{[\sigma]}\) we have \(\|x - x^c\|_\sigma \leq D_\sigma, \|\hat{x}^1 - x^c\|_\sigma \leq D_\sigma\) and \(\|x^1 - \hat{x}^1\|_\sigma \leq \varepsilon_{[\sigma]}\). Moreover, \(\|x - x^1\|_\sigma \geq \|x - \hat{x}^1\|_\sigma - \|x^1 - \hat{x}^1\|_\sigma\).
By using these estimates, we can derive:
\[
\|x - x^1\|_\sigma^2 \geq \left[ \|x - \tilde{x}\|_\sigma - \|x^1 - \tilde{x}\|_\sigma \right]^2
\]
\[
= \|x - \tilde{x}\|_\sigma^2 - 2 \|x - \tilde{x}\|_\sigma \|x^1 - \tilde{x}\|_\sigma + \|x^1 - \tilde{x}\|_\sigma^2
\]
\[
\geq \|x - \tilde{x}\|_\sigma^2 - 2 \|x^1 - \tilde{x}\|_\sigma \left[ \|x - \hat{x}\|_\sigma + \|\hat{x} - \hat{x}\|_\sigma \right]
\]
\[
\geq \|x - \tilde{x}\|_\sigma^2 - 4D\sigma \varepsilon[\sigma]. \tag{A.1.5}
\]
Furthermore, the condition (7.7.8) can be expressed as:
\[
\frac{(1 - \tau)}{\tau^2} \beta_1 \sigma_i \geq \frac{L^2}{(1 - \tau)\beta_2} = L_i^\psi(\beta_2^+), \ i = 1, \cdots, M. \tag{A.1.6}
\]
By substituting (A.1.3) and (A.1.4) into (A.1.1) we get:
\[
g(\bar{y}^+; \beta_1^+) = \min_{x \in X} \left\{ (1 - \tau)[\cdot]_1 + \tau[\cdot]_2 \right\}
\]
\[
\geq \min_{x \in X} \left\{ (1 - \tau)\phi(\bar{x}) + \tau\phi(x) + \psi(\tilde{x}; \beta_2^+) + \nabla \psi(\tilde{x}; \beta_2^+)^T \right. \]
\[
\left. \left[ (1 - \tau)(\bar{x} - \tilde{x}) + \tau(x - \tilde{x}) \right] + \frac{(1 - \tau)\beta_1}{2} \|x - x^1\|_\sigma \right\} - (1 - \tau)\delta
\]
\[
+ \left[ \tau\psi(\tilde{x}; \beta_2^+) - (1 - \tau)\tau\psi(\tilde{x}; \beta_2^+) + \frac{(1 - \tau)}{2\beta_2^+} \|A(\bar{x} - \tilde{x})\|_2 \right]_3.
\]
Since \(\tau(x - \tilde{x}) = (1 - \tau)\bar{x} + \tau x - \tilde{x}\), by using (A.1.5) and (A.1.6) we can further estimate the last inequality as:
\[
g(\bar{y}^+; \beta_1^+) \phi-convex \geq \min_{x \in X} \left\{ \phi((1 - \tau)\bar{x} + \tau x) + \psi(\tilde{x}; \beta_2^+) + \nabla \psi(\tilde{x}; \beta_2^+) ((1 - \tau)\bar{x} + \tau x - \tilde{x}) \right. \]
\[
+ \frac{(1 - \tau)\beta_1}{2} \|x - x^1\|_\sigma \right\} - (1 - \tau)\delta - 2(1 - \tau)\beta_1 D\sigma \varepsilon[\sigma] + [\cdot]_3
\]
\[
= \min_{u := (1 - \tau)\bar{x} + \tau x \in X} \left\{ \phi(u) + \psi(\tilde{x}; \beta_2^+) + \nabla \psi(\tilde{x}; \beta_2^+) (u - \tilde{x}) + \frac{(1 - \tau)\beta_1}{2\tau^2} \|u - \tilde{x}\|_\sigma \right\}
\]
\[
- 2(1 - \tau)\beta_1 D\sigma \varepsilon[\sigma] - (1 - \tau)\delta + [\cdot]_3
\]
\[
\geq \min_{u \in X} \left\{ \phi(u) + \psi(\tilde{x}; \beta_2^+) + \nabla \psi(\tilde{x}; \beta_2^+) (u - \tilde{x}) + \frac{L^\psi(\beta_2^+)}{2} \|u - \tilde{x}\|_\sigma \right\}
\]
\[
- 2(1 - \tau)\beta_1 D\sigma \varepsilon[\sigma] - (1 - \tau)\delta + [\cdot]_3. \tag{A.1.7}
\]
Now, by using the definition of $\varphi$ in (7.2.13) the above inequality implies:

$$g(\tilde{y}^+; \beta_1^+) \geq \varphi(\tilde{x}^+; \tilde{\beta}_2^+) - 2(1 - \tau)\beta_1 D_\sigma \varepsilon_{[\sigma]} - (1 - \tau)\delta + [\cdot]_{[3]}$$

(7.2.14)

$$\geq \varphi(\tilde{x}^+; \tilde{\beta}_2^+) - 2(1 - \tau)\beta_1 D_\sigma \varepsilon_{[\sigma]} - (1 - \tau)\delta - 0.5\varepsilon_A^2 + [\cdot]_{[3]}$$

(7.1.15)

$$\geq f(\tilde{x}^+; \beta_2^+) - 2(1 - \tau)\beta_1 D_\sigma \varepsilon_{[\sigma]} - (1 - \tau)\delta - 0.5\varepsilon_A^2 + [\cdot]_{[3]}, \quad (A.1.8)$$

where $\varepsilon_A := [\sum_{i=1}^{M} L_i^\psi(\beta_2^+) \varepsilon_i^2]^{1/2}$.

To complete the proof, we estimate $[\cdot]_{[3]}$ as follows:

$$[\cdot]_{[3]} = \tau \psi(\tilde{x}; \beta_2^+) - (1 - \tau)\psi(\tilde{x}; \beta_2^+) + \frac{(1 - \tau)}{2\beta_2^+} \|A(\tilde{x} - \tilde{x})\|^2$$

$$= \frac{1}{2\beta_2^+} \left[ \tau \|A\hat{x} - b\|^2 - (1 - \tau) \|A\bar{x} - b\|^2 + (1 - \tau) \|A(\bar{x} - \tilde{x})\|^2 \right]$$

$$= \frac{1}{2\beta_2^+} \|A\hat{x} - b\|^2 - (1 - \tau)\|A\bar{x} - b\|^2 \geq 0. \quad (A.1.9)$$

By substituting (A.1.9) into (A.1.8) and then using the definition of $\delta_+$ in (7.1.12) we obtain:

$$g(\tilde{y}^+; \beta_1^+) \geq f(\tilde{x}^+; \beta_2^+) - \delta_+,$$

where

$$\delta_+ := (1 - \tau)\delta + 2\beta_1 (1 - \tau) D_\sigma \varepsilon_{[\sigma]} + 0.5 \sum_{i=1}^{M} L_i^\psi(\beta_2^+) \varepsilon_i^2$$

$$= (1 - \tau)\delta + \eta_1(\tau, \beta_1, \beta_2, \varepsilon).$$

This is indeed the $\delta_+$-excessive gap condition (7.2.7).

**Case 2** (For scheme $\tilde{S}_{2ds}$). Let us denote by $\tilde{y}^2 := y^*(\tilde{x}; \beta_2)$, $\tilde{x}^1 := x^*(\tilde{y}; \beta_1)$ and $\tilde{x}^1 = \tilde{x}^*(\tilde{y}; \beta_1)$. From the definition of $f$, the second line of (7.7.3), we have:

$$f(\tilde{x}^+; \beta_2^+) := \phi(\tilde{x}^+)^+ + \psi(\tilde{x}^+; \beta_2^+)$$

line 2(7.7.3)

$$\equiv \phi((1 - \tau)\tilde{x} + \tau\tilde{x}^1) + \max_{y \in \mathbb{R}^m} \left\{ [A((1 - \tau)\tilde{x} + \tau\tilde{x}^1) - b]_y^T \beta_2^+ p(y) \right\}$$

$$\phi-convex+(7.4.2)$$

$$\leq \max_{y \in \mathbb{R}^m} \left\{ (1 - \tau) \left[ \phi(\tilde{x}) + (A\tilde{x} - b)^T \beta_2^+ p(y) \right]_4 \right.$$

$$+ \tau \left[ \phi(\tilde{x}) + (A\tilde{x} - b)^T \beta_2^+ p(y) \right]_5 \right\}, \quad (A.1.10)$$
Now, we estimate two terms $[\cdot]_4$ and $[\cdot]_5$ in the last line of (A.1.10). First we note that $p_Y(y) = \frac{1}{2} \| y \|^2$ and $a^T y - \beta \frac{1}{2} \| y \|^2 = \frac{1}{2 \beta} \| a \|^2 - \frac{\beta}{2} \| y - \frac{1}{\beta} a \|^2$ for any vectors $a$ and $y$ and $\beta > 0$. Moreover, since $\hat{y}_1^2$ is the solution of the strongly concave maximization (7.1.12) with a concavity parameter $\beta_2$, we can estimate:

$$
[\cdot]_4 = \phi(\bar{x}) + \frac{1}{2 \beta_2} \| A\bar{x} - b \|^2 - \frac{\beta_2}{2} \| y - \bar{y} \|^2
$$

$$
= \phi(\bar{x}) + \psi(\bar{x}; \beta_2) - \frac{\beta_2}{2} \| y - \bar{y} \|^2 \overset{\text{(7.1.13)}}{=} \frac{1}{2} \| A\bar{x} - b \|^2 - \frac{\beta_2}{2} \| y - \bar{y} \|^2
$$

$$
\leq g(\hat{y}; \beta) - \frac{\beta_2}{2} \| y - \bar{y} \|^2 + \delta \quad \overset{\text{(A.1.11)}}{=} g(\hat{y}; \beta_1) - \frac{\beta_2}{2} \| y - \bar{y} \|^2 + \delta
$$

$$
g(\cdot; \beta_1) \text{-- concave}
$$

$$
\leq g(\hat{y}; \beta_1) + \nabla_y g(\hat{y}; \beta_1)^T (\bar{y} - \hat{y}) - \frac{\beta_2}{2} \| y - \bar{y} \|^2 + \delta
$$

$$
\overset{\text{(A.1.12)}}{=}
$$

Alternatively, by using (7.1.1), the second term $[\cdot]_5$ can be estimated as:

$$
[\cdot]_5 = \phi(\hat{x}_1) + (A\hat{x}_1 - b)^T \hat{y} + \beta_1 p_X(\hat{x}_1)
$$

$$
+ (A\hat{x}_1 - b)^T (y - \hat{y}) - \beta_1 p_X(\hat{x}_1)
$$

$$
\overset{\text{(7.2.2)}}{\leq} \phi(\hat{x}_1) + (A\hat{x}_1 - b)^T \hat{y} + \beta_1 p_X(\hat{x}_1)
$$

$$
+ (A\hat{x}_1 - b)^T (y - \hat{y}) - \beta_1 p_X(\hat{x}_1) + \frac{\beta_1}{2} \epsilon_2^2
$$

$$
\overset{\text{(7.1.7)}+\text{(7.2.4)}}{=} g(\hat{y}; \beta_1) + \nabla_y g(\hat{y}; \beta_1)^T (y - \hat{y}) - \beta_1 p_X(\hat{x}_1) + \frac{\beta_1}{2} \epsilon_2^2
$$

Next, we consider the point $u := \bar{y} + \tau (y - \bar{y})$ with $\tau \in (0, 1)$. It is easy to see that if $y \in \mathbb{R}^m$ then $u \in \mathbb{R}^m$. Moreover, we have

$$
\begin{cases}
    (1 - \tau)(\bar{y} - \hat{y}) + \tau (y - \hat{y}) = \bar{y} + \tau (y - \bar{y}) - \hat{y} = u - \hat{y}, \\
    u - \hat{y} = u - (1 - \tau)\bar{y} - \tau y^2 = \tau (y - \bar{y}^2).
\end{cases}
$$

(A.1.13)
By substituting (A.1.11) and (A.1.12) into (A.1.10) and then using (A.1.13), we deduce:

\[
\begin{align*}
&f(\bar{x}^+; \beta_2^+) \leq \max_{y \in \mathbb{R}^m} \left\{ (1 - \tau)[\cdot]_{[4]} + \tau[\cdot]_{[5]} \right\} \\
&\quad \leq \max_{y \in \mathbb{R}^m} \left\{ (1 - \tau)g(\hat{y}; \beta_1) + \tau g(\hat{y}; \beta_1) \right. \\
&\quad \quad \left. + \tilde{\nabla}_y g(\hat{y}; \beta_1)^T [(1 - \tau)(\hat{y} - y) + \tau (y - \hat{y})] - \frac{(1 - \tau)\beta_2}{2} \| y - \hat{y} \|^2 \right\} \\
&\quad - \tau \beta_1 \beta X(\hat{x}^1) + 0.5 \tau_1 \beta_1 \varepsilon_{[\sigma]}^2 + (1 - \tau)\delta + (1 - \tau)(\hat{y} - y)^T A(\hat{x}^1 - \hat{x}^1) \\
&= \left\{ \max_{u \in \mathbb{R}^m} \left\{ g(\hat{y}; \beta_1) + \tilde{\nabla}_y g(\hat{y}; \beta_1)^T (u - \hat{y}) - \frac{(1 - \tau)\beta_2}{2\tau} \| u - \hat{y} \|^2 \right\} \right\}_{[6]} \\
&\quad + \left[ 0.5 \tau_1 \beta_1 \varepsilon_{[\sigma]}^2 + (1 - \tau)\delta + (1 - \tau)(\hat{y} - y)^T A(\hat{x}^1 - \hat{x}^1) - \tau \beta_1 \beta X(\hat{x}^1) \right]_{[7]}.
\end{align*}
\]

From (7.1.11) we have:

\[
\frac{(1 - \tau)}{\tau^2} \beta_2 \geq \frac{L^2}{\beta_1} \geq L^g(\beta_1), \quad i = 1, \cdots, M.
\]

Let us consider the first term [\cdot]_{[6]} of (A.1.14). By using (A.1.15), we can estimate [\cdot]_{[6]} as:

\[
[\cdot]_{[6]} = \max_{u \in \mathbb{R}^m} \left\{ g(\hat{y}; \beta_1) + \tilde{\nabla}_y g(\hat{y}; \beta_1)^T (u - \hat{y}) - \frac{(1 - \tau)\beta_2}{2\tau} \| u - \hat{y} \|^2 \right\}
\]

\[
\leq \max_{u \in \mathbb{R}^m} \left\{ g(\hat{y}; \beta_1) + \tilde{\nabla}_y g(\hat{y}; \beta_1)^T (u - \hat{y}) - \frac{L^g(\beta_1)}{2} \| u - \hat{y} \|^2 \right\}
\]

\[
= g(\hat{y}; \beta_1) + \tilde{\nabla}_y g(\hat{y}; \beta_1)^T (\bar{y}^+ - \bar{y}) - \frac{L^g(\beta_1)}{2} \| \bar{y}^+ - \bar{y} \|^2 + (\bar{y}^+ - \bar{y})^T A(\hat{x}^1 - \hat{x}^1)
\]

\[
\leq g(\bar{y}^+; \beta_1) + (\bar{y}^+ - \bar{y})^T A(\hat{x}^1 - \hat{x}^1)
\]

\[
\leq g(\bar{y}^+; \beta_1^+) + (\beta_1 - \beta_1^+) \beta_X (x^* (\bar{y}^+; \beta_1^+)) + (\bar{y}^+ - \bar{y})^T A(\hat{x}^1 - \hat{x}^1)
\]

\[
\leq g(\bar{y}^+; \beta_1^+) + [\alpha \tau \beta_1 D_X + (\bar{y}^+ - \bar{y})^T A(\hat{x}^1 - \hat{x}^1)]_{[8]}.
\]

(A.1.16)
In order to estimate the term: $[\cdot][7] + [\cdot][8]$, we see that:

$$(\bar{y}^+ - \hat{y}) - (1 - \tau)(\hat{y} - \bar{y}) = L^g(\beta_1)^{-1}(A\hat{x}^1 - b) + (1 - \tau)\tau(\hat{y}^2 - \bar{y})$$

which leads to

$$A^T[(\bar{y}^+ - \bar{y}) - (1 - \tau)(\hat{y} - \bar{y})] \leq \bar{L}^{-1} \beta_1 \|A\|^2 \|\hat{x}^1 - x^c\| + \bar{L}^{-1} \beta_1 \|A^T(Ax^c - b)\| + \beta_2^{-1}(1 - \tau)\tau \|A\| \|\hat{y}\| + (1 - \tau)\tau \|A\| \|\bar{y}\|.$$  \hspace{1cm} (A.1.17)

From the definition of $D_\sigma$ in (7.7.1), we have $\|\hat{x}^1 - x^c\| \leq D_\sigma$ and $\|\bar{x} - x^c\| \leq D_\sigma$. By substituting these estimates into (A.1.17) and using the definitions of $[\cdot][7]$ and $[\cdot][8]$ we have:

$$[\cdot][7] + [\cdot][8] \leq (1 - \tau)\delta + \frac{\tau(\beta_1 \|A\|^2 \|\hat{x}^1 - x^c\|)}{2} + \tau \beta_1 (\alpha D_X - p_X(\hat{x}^1))$$

$$+ \left[\bar{L}^{-1} \beta_1 C_d + (1 - \tau)\tau (\beta_2^{-1} C_d + \|A\| \|\bar{y}\|)\right] \varepsilon[1].$$  \hspace{1cm} (A.1.18)

By combining (A.1.14), (A.1.16) and (A.1.18), and note that $\alpha D_X - p_X(\hat{x}^1) \leq 0$, we obtain:

$$f(\bar{x}^+; \beta_2^+) \leq g(\bar{y}^+; \beta_1^+) + \tau(\alpha D_X - p_X(\hat{x}^1)) + (1 - \tau)\delta + \eta(\tau, \beta_1, \beta_2, \bar{y}, \varepsilon)$$

$$\leq g(\bar{y}^+; \beta_1^+) + (1 - \tau)\delta + \eta(\tau, \beta_1, \beta_2, \bar{y}, \varepsilon)$$

$$= g(\bar{y}^+; \beta_1^+) + \delta_+,$$

which is indeed the inequality (7.2.7) w.r.t. $\beta_1^+$, $\beta_2^+$ and $\delta_+$. \hfill \Box

**The proof of Theorem 7.3.2 and Theorem 7.4.1.** The conclusions of Theorems 7.3.2 and 7.4.1 follow directly from Theorem 7.7.1 as a consequence by replacing the accuracy $\varepsilon = 0$ in this theorem. \hfill \Box

**The proof of Lemma 7.7.1.** Similar to the proof of Theorem 7.7.1, we divide the proof of this lemma into two cases corresponding to a) and b) in (7.7.4).
**Case 1** (The initial point \((\bar{x}^0, \bar{y}^0)\) is generated by scheme a) of (7.7.4)). Let us denote by \(\bar{x}^0 := \mathcal{P}(x^c; \beta_2)\). Since \(\bar{y}^0 := \beta_2^{-1}(Ax^c - b)\), we have:

\[
\frac{1}{\beta_2} \|Ax^c - b\|^2 + \frac{1}{\beta_2} (Ax^c - b)^T A(x - x^c) = (\bar{y}^0)^T (Ax - b) - \frac{1}{2\beta_2} \|Ax^c - b\|^2 \\
\leq (\bar{y}^0)^T (Ax - b). \tag{A.1.19}
\]

It follows from the definition of \(\mathcal{P}(x^c; \beta_2)\) in (7.2.13), the definition of \(\psi\) and (A.1.19) that:

\[
\varphi(\bar{x}^0; x^c, \beta_2) = \min_{x \in X} \varphi(x; x^c, \beta_2)
\]

\[
= \min_{x \in X} \left\{ \phi(x) + \psi(x^c; \beta_2) + \nabla_x \psi(x^c; \beta_2)^T (x - x^c) + \sum_{i=1}^{M} \frac{L_i^\psi(\beta_2)}{2} \|x_i - x^c_i\|^2 \right\}
\]

\[
\leq \min_{x \in X} \left\{ \phi(x) + (Ax - b)^T \bar{y}^0 + \sum_{i=1}^{M} \frac{L_i^\psi(\beta_2)}{2} \|x_i - x^c_i\|^2 \right\}. \tag{A.1.20}
\]

From the condition \(\beta_1 \beta_2 \geq \bar{L}^2\) we have:

\[
\beta_1 \sigma_{X_i} \geq \frac{M}{\beta_2} \|A_i\|^2 = L_i^\psi(\beta_2), \quad i = 1, \ldots, M.
\]

Substituting these inequalities into (A.1.20) and using the definition of \(g\) in (7.1.8) we obtain:

\[
\varphi(\bar{x}^0; x^c, \beta_2) = \min_{x \in X} \varphi(x; x^c, \beta_2)
\]

\[
\leq \min_{x \in X} \left\{ \phi(x) + (Ax - b)^T \bar{y}^0 + \sum_{i=1}^{M} \frac{\beta_1 \sigma_i}{2} \|x_i - x^c_i\|^2 \right\}
\]

\[
\leq \min_{x \in X} \left\{ \phi(x) + (Ax - b)^T \bar{y}^0 + \sum_{i=1}^{M} p_{X_i}(x_i) \right\}
\]

\[
= g(\bar{y}^0; \beta_1). \tag{A.1.21}
\]

Now, by the condition (7.2.14), it follows from (A.1.21) that:

\[
\varphi(\bar{x}^0; x^c, \beta_2) \leq g(\bar{y}^0; \beta_1) + 0.5 \sum_{i=1}^{M} L_i^\psi(\beta_2) \varepsilon_i^2. \tag{A.1.22}
\]
On the other hand, from (7.1.15) we have:
\[ f(x^0; \beta_2) = \phi(x^0) + \psi(x^0; \beta_2) \leq \varphi(x^0; x^c, \beta_2). \]  
(A.1.23)
Combining (A.1.23) and (A.1.22), we obtain:
\[ f(x^0; \beta_2) \leq g(y^0; \beta_1) + \delta_0, \]
which is indeed the \( \delta_0 \)-excessive gap condition (7.2.7), where \( \delta_0 := 0.5 \sum_{i=1}^{M} L_i^\psi(\beta_2) \varepsilon_i^2 \).

**Case 2** (The initial point \((x^0, y^0)\) is generated by scheme b) of (7.7.4)).
For notational simplicity, we denote by \( \hat{x}^* := x^*(0^m; \beta_1), \tilde{x}^* := \hat{x}^*(0^m; \beta_1), \)
\( h(\cdot; y, \beta_1) := \sum_{i=1}^{M} h_i(\cdot; y, \beta_1) \) and \( g_1(y) := g(y; \beta_1) \), where \( h_i \) is defined in Definition 7.2.1. By using the inexactness in the inequality (7.2.2), we have
\( h(\hat{x}^*; y, \beta_1) \leq h(\tilde{x}^*; y, \beta_1) + \frac{1}{2} \beta_1 \varepsilon_{\sigma}^2 \), which is rewritten as:
\[ \phi(\tilde{x}^*) + \beta_1 p_X(\tilde{x}^*) \leq \phi(\hat{x}^*) + \beta_1 p_X(\hat{x}^*) + \frac{\beta_1}{2} \varepsilon_{\sigma}^2 \]
(7.1.7)
\[ = g_1(0^m) + \frac{\beta_1}{2} \varepsilon_{\sigma}^2. \]  
(A.1.24)
Since \( g_1 \) is concave, by using (7.1.10) and \( \nabla_y g_1(0^m) = A\hat{x}^* - b \) we have:
\[ g_1(y^0) \geq g_1(0^m) + \nabla_y g_1(0^m)^T y^0 \frac{L_y(\beta_1)}{2} \| y^0 \|^2 \]
\[ = g_1(0^m) + (A\hat{x}^* - b)^T y^0 \frac{L_y(\beta_1)}{2} \| y^0 \|^2 \]
\[ \geq \phi(\tilde{x}^*) + \beta_1 p_X(\tilde{x}^*) + (A\hat{x}^* - b)^T y^0 \frac{L_y(\beta_1)}{2} \| y^0 \|^2 - \frac{\beta_1}{2} \varepsilon_{\sigma}^2 \]
\[ = \phi(\tilde{x}^*) + (A\hat{x}^* - b)^T y^0 \frac{L_y(\beta_1)}{2} \| y^0 \|^2 \]
\[ + (y^0)^T A(\hat{x}^* - \tilde{x}^*) + \beta_1 p_X(\tilde{x}^*) - \frac{\beta_1}{2} \varepsilon_{\sigma}^2. \]  
(A.1.25)
Since \( \| \hat{x}^* - \tilde{x}^* \| \leq \varepsilon_{[1]} \), \( p_X(\hat{x}^*) \geq p_X^* > 0 \) and \( y^0 \) is the solution of (7.1.12), we estimate the last inequality (A.1.25) as:
\[ g_1(y^0) \geq \phi(\tilde{x}^*) + \max_{y \in \mathbb{R}^m} \left\{ (A\hat{x}^* - b)^T y - \frac{L_y(\beta_1)}{2} \| y \|^2 \right\} - \| A^T \hat{y}^0 \| \| \hat{x}^* - \tilde{x}^* \| - \frac{\beta_1}{2} \varepsilon_{\sigma}^2 \]
\[ \geq \phi(\tilde{x}^*) + \max_{y \in \mathbb{R}^m} \left\{ (A\hat{x}^* - b)^T y - \frac{\beta_2}{2} \| y \|^2 \right\} - \| A^T \hat{y}^0 \| \varepsilon_{[1]} - \frac{\beta_1}{2} \varepsilon_{\sigma}^2 \]
\[ \geq f(\tilde{x}^0; \beta_2) - \left\| A^T \hat{y}^0 \| \varepsilon_{[1]} + \frac{\beta_1}{2} \varepsilon_{\sigma}^2 \right\|. \]  
(A.1.26)
Now, we see that $p^*_i + \sigma_i^2 \leq p_{X_i}(x^0_i) \leq \sup_{x_i \in X_i} p_{X_i}(x_i) = D_{X_i}$. Thus, 
\[
\|x^0_i - x^c_i\|^2 \leq \frac{2}{\sigma_i}(D_{X_i} - p^*_i) \quad \text{for all } i = 1, \ldots, M.
\]
By using the definition of $D_{\sigma}$ in (7.7.1), the last inequalities imply:
\[
\|x^0_i - x^c_i\| \leq D_{\sigma}.
\] (A.1.27)

Finally, we note that $A^T y^0 = (L^g(\beta_1))^{-1} A^T (A\bar{x}^0 - b)$ due to (7.7.4). This relation leads to
\[
\|A^T y^0\| = L^g(\beta_1)^{-1} \|A^T (A\bar{x}^0 - b)\| = L^g(\beta_1)^{-1} \|A^T (A\bar{x}^0 - x^c) + A x^c - b)\|
\leq L^g(\beta_1)^{-1} \left[ \|A^T A\| \|\bar{x}^0 - x^c\| + \|A^T (A x^c - b)\| \right]
\]
(A.1.27)
\[
\leq \bar{L}^{-1} \beta_1 \left[ \|A\|^2 D_{\sigma} + \|A^T (A x^c - b)\| \right]
\]
(7.7.1)
\[
\leq \bar{L}^{-1} \beta_1 C_d.
\] (A.1.28)

By substituting (A.1.27) and (A.1.28) into (A.1.26) and then using the definition of $\delta_0$ we obtain the conclusion of the lemma.

**The proof of Lemma 7.3.1.** Lemma 7.3.1 is a special case of Lemma 7.7.1 without the inexactness. We obtain its conclusions directly from the proof of Lemma 7.7.1.

**The proof of Corollary 7.3.1.** Indeed, let us prove the condition $g(\hat{y}^+; \beta^+_2) \geq f(\hat{x}^+; \beta^+_2)$, where $\hat{x}^+ := G(\hat{x}; \beta^+_2)$. First, by using the convexity of $\phi_i$ and the Lipschitz continuity of its gradient, we have:
\[
\begin{align*}
\phi_i(\hat{x}_i) + \nabla \phi_i(\hat{x}_i)^T (u_i - \hat{x}_i) &\leq \phi_i(u_i), \\
\phi_i(u_i) &\leq \phi_i(\hat{x}_i) + \nabla \phi_i(\hat{x}_i)^T (u_i - \hat{x}_i) + \frac{L^\phi_i}{2} \|u_i - \hat{x}_i\|^2.
\end{align*}
\] (A.1.29)

Next, by summing up the second inequality for $i = 1, \ldots, M$ and adding to (7.1.15) we have:
\[
\phi(u) + \psi(u; \beta^+_2) \leq \phi(\hat{x}) + \psi(\hat{x}; \beta^+_2) + \left[ \nabla \phi(\hat{x}) + \nabla \psi(\hat{x}; \beta^+_2) \right]^T (u - \hat{x})
\]
\[
+ \sum_{i=1}^M \frac{\hat{L}^\psi_i(\beta^+_2)}{2} \|u_i - \hat{x}_i\|^2.
\] (A.1.30)
Finally, by we substitute $\epsilon = 0$ into the second inequality of (A.1.7), one can obtain:

$$g(\hat{y}^+; \beta_2^+) - [\cdot][3] \geq \min_{u \in X} \left\{ \phi(u) + \psi(\hat{x}; \beta_2^+) + \nabla \psi(\hat{x}; \beta_2^+)^T(u - \hat{x}) + \sum_{i=1}^{M} \frac{(1 - \tau)\beta_i \sigma_1}{2\tau^2} \|u_i - \hat{x}_i\|^2 \right\}^{(\text{A.1})}$$

$$\phi(\hat{x}) + \nabla \phi(\hat{x})^T(u - \hat{x}) + \psi(\hat{x}; \beta_2^+) + \nabla \psi(\hat{x}; \beta_2^+)^T(u - \hat{x}) + \sum_{i=1}^{M} \frac{\hat{L}_i \psi(\beta_2^+)}{2} \|u_i - \hat{x}_i\|^2 \geq \min_{u \in X} \left\{ \phi(\hat{x}) + \nabla \phi(\hat{x})^T(u - \hat{x}) + \psi(\hat{x}; \beta_2^+) + \nabla \psi(\hat{x}; \beta_2^+)^T(u - \hat{x}) + \sum_{i=1}^{M} \frac{\hat{L}_i \psi(\beta_2^+)}{2} \|\hat{x}_i - \hat{x}_i\|^2 \right\}^{(A.1.30)}$$

$$(7.1.1) \quad \phi(\hat{x}) + \psi(\hat{x}; \beta_2^+) + \nabla \phi(\hat{x}) + \nabla \psi(\hat{x}; \beta_2^+) \nabla \phi(\hat{x}) + \nabla \psi(\hat{x}; \beta_2^+) = f(\hat{x}^+; \beta_2^+).$$

In this case, the conclusion of Theorem 7.3.2 is still valid for the substitution $\hat{x}^+ := G(\hat{x}; \beta_2^+)$ provided that:

$$\frac{(1 - \tau)}{\tau^2} \beta_1 \sigma_X \geq L^{\phi_i} + \frac{M \|A_i\|^2}{(1 - \tau)\beta_2}, \quad i \in \{1, \cdots, M\}.$$ 

This completes the proof. \qed

**The proof of Lemma 7.4.1.** Let us consider $\xi(t; \alpha) := \frac{2}{\sqrt{t^3/(t - 2\alpha) + 1} + 1}$, where $\alpha \in [0, 1]$ and $t \geq 2$. After a few simple calculations, we can estimate $t + \alpha \leq \sqrt{t^3/(t - 2\alpha) + 1} \leq t + 1$ for all $t > 2 \max\{1, \alpha (1 - \alpha)^{-1}\}$. These estimates lead to

$$\frac{2}{t + 2} \leq \xi(t; \alpha) \leq \frac{2}{t + 1 + \alpha}, \quad \forall t > 2 \max\{1, (1 - \alpha)^{-1}\}.$$

From the update rule (7.4.6) we can show that the sequence $\{\tau_k\}_{k \geq 0}$ satisfies $\tau_{k+1} := \xi(\frac{2}{\tau_k}; \alpha_k)$. If we define $t_k := \frac{2}{\tau_k}$ then $\frac{2}{t_{k+1}} = \xi(\tau_k; \alpha_k)$. Therefore, one can estimate $t_k + 1 + \alpha_k \leq t_{k+1} \leq t_k + 2$ for $t_k > 2 \max\{1, (1 - \alpha_k)^{-1}\}$. Note that $\alpha_k \geq \alpha^*$ by Assumption 7.4.9, by induction, we can show that $t_0 + (1 + \alpha^*)k \leq t_k \leq t_0 + 2k$ for $k \geq 0$ and $t_0 > 2 \max\{1, (1 - \alpha^*)^{-1}\alpha^*\}$. 
However, since $t_k = \frac{2}{\tau_k}$, the last inequalities lead to
\[
\frac{1}{k + 1/\tau_0} = \frac{1}{k + t_0/2} \leq \tau_k \leq \frac{1}{0.5(1 + \alpha^*)k + t_0/2} = \frac{1}{0.5(1 + \alpha^*)k + 1/\tau_0},
\]
which is indeed (7.4.7). Here, $0 < \tau_0 = 2/t_0$ and $\tau_0 < [\max\{1, (1 - \alpha^*)^{-1}\alpha^*\}]^{-1}$.

In order to prove (7.4.8), we note that $(1 - \alpha_k \tau_k)(1 - \tau_{k+1}) = \frac{\tau_{k+1}}{\tau_k}$. By induction, we have:
\[
\prod_{i=0}^{k-1} (1 - \alpha_i \tau_i) \prod_{i=0}^{k-1} (1 - \tau_{i+1}) = \frac{(1 - \tau_0)\tau_k^2}{\tau_0^2}.
\]
By combining this relation and the update rule (7.4.2), we deduce $\beta_k \beta_{k+1} = \beta_0^0 \beta_2^0 \frac{(1 - \tau_0)\tau_k^2}{\tau_0^2}$ which is the third statement of (7.4.8).

Next, we prove the bound on $\beta^k$. Since $\beta^k_{k+1} = \beta_1 \prod_{i=0}^{k} (1 - \alpha_i \tau_i)$, we have:
\[
\beta_0^0 \prod_{i=0}^{k} (1 - \tau_i) \leq \beta^k_{k+1} \leq \beta_1^0 \prod_{i=0}^{k} (1 - \alpha^* \tau_i).
\]
By using the following elementary inequalities $-t - t^2 \leq \ln(1 - t) \leq -t$ for all $t \in [0, 1/2]$, we obtain $\beta_0^0 e^{-S_1 - S_2} \leq \beta^k_{k+1} \leq \beta_0^0 e^{-\alpha^* S_1}$, where $S_1 := \sum_{i=0}^{k} \tau_i$ and $S_2 := \sum_{i=0}^{k} \tau_i^2$. From (7.4.7), on the one hand, we have:
\[
\sum_{i=0}^{k} \frac{1}{i + 1/\tau_0} \leq S_1 \leq \sum_{i=0}^{k} \frac{1}{0.5(1 + \alpha^*)i + 1/\tau_0},
\]
which lead to
\[
\ln(k + 1/\tau_0) + \ln \tau_0 \leq S_1 \leq \frac{1}{0.5(1 + \alpha^*)} \ln(k + 1/\tau_0) + \gamma_0,
\]
for some constant $\gamma_0$. On the other hand, we can show that $S_2$ converges to some constant $\gamma_2 > 0$. Combining all the above estimates together we get
\[
\frac{\beta^k_{k+1}}{(\tau_0 k + 1)^{\gamma_2(1 + \alpha^*)}} \leq \beta^k_{k+1} \leq \frac{\beta^0_{k+1}}{(\tau_0 k + 1)^{\gamma_2}}
\]
for some positive constant $\gamma$. Finally, we estimate the bound on $\beta^k_2$. Indeed, it follows from (7.4.7) that:
\[
\beta^k_{2k+1} = \beta_2^0 \prod_{i=0}^{k} (1 - \tau_k) \leq \beta_2^0 \prod_{i=0}^{k} (1 - \frac{1}{k + 1/\tau_0}) = \beta_2^0 \frac{1}{k + 1/\tau_0} \leq \beta_2^0 \frac{1 - \tau_0}{\tau_0 k + 1},
\]
which is the second formula in (7.4.8).
The proof of Lemma 7.5.2. Let us define $\xi(t) := \frac{2}{\sqrt{1+4/t^2}+1}$. It is easy to show that $\xi$ is increasing in $(0, 1)$. Moreover, $\tau_{k+1} = \xi(\tau_k)$ for all $k \geq 0$. Let us introduce $u := 2/t$. Then, we can show that $\frac{2}{u+2} < \xi\left(\frac{2}{u}\right) < \frac{2}{u+1}$. By using this inequalities and the increase of $\xi$ in $(0, 1)$, we have:

$$\frac{\tau_0}{1 + \tau_0 k} \equiv \frac{2}{u_0 + 2k} < \tau_k < \frac{2}{u_0 + k} \equiv \frac{2\tau_0}{2 + \tau_0 k}. \quad (A.1.31)$$

Now, by the update rule (7.5.6), at each iteration $k$, we only either update $\beta_1^k$ or $\beta_2^k$. Hence, this implies:

$$\beta_1^k = (1 - \tau_0)(1 - \tau_2) \cdots (1 - \tau_{2\lfloor k/2 \rfloor})\beta_1^0,$$

$$\beta_2^k = (1 - \tau_1)(1 - \tau_3) \cdots (1 - \tau_{2\lfloor k/2 \rfloor - 1})\beta_2^0, \quad (A.1.32)$$

where $\lfloor x \rfloor$ is the largest integer number which is less than or equal to the positive real number $x$. On the other hand, since $\tau_{i+1} < \tau_i$ for $i \geq 0$, for any $l \geq 0$, we have:

$$(1 - \tau_0) \prod_{i=0}^{2l} (1 - \tau_i) < [(1 - \tau_0)(1 - \tau_2) \cdots (1 - \tau_{2l})]^2 < \prod_{i=0}^{2l+1} (1 - \tau_i), \quad (A.1.33)$$

and $\prod_{i=0}^{2l-1} (1 - \tau_i) < [(1 - \tau_1)(1 - \tau_3) \cdots (1 - \tau_{2l-1})]^2 < (1 - \tau_0)^{-1} \prod_{i=0}^{2l} (1 - \tau_i)$.

Note that $\prod_{i=0}^{k} (1 - \tau_i) = \frac{(1 - \tau_0)\tau_2^k}{\tau_0}$, it follows from (A.1.32) and (A.1.33) for $k \geq 1$ that:

$$\frac{(1 - \tau_0)\beta_1^0}{\tau_0}\tau_{k+1} < \beta_1^{k+1} < \beta_1^0 \sqrt{1 - \tau_0/\tau_0} \tau_{k-1}, \quad \text{and} \quad \beta_2^0 \sqrt{1 - \tau_0/\tau_0} \tau_{k+1} < \beta_2^{k+1} < \beta_2^0 \tau_{k-1}.$$

By combining these inequalities and (A.1.31), and noting that $\tau_0 \in (0, 1)$, we obtain (7.5.7).

A.2 The proof of technical statements in Chapt. 9

In order to prove Lemma A.2.1 in Chapter 9, we need the following auxiliary results.

Lemma A.2.1. Suppose that Assumptions A.6.1.7, A.8.1.10 and A.9.1.11 are satisfied. Then:
a) $\nabla^2 \tilde{g}$ and $\nabla^2 \tilde{g}_\delta$ defined by (9.1.2) and (9.2.3), respectively, guarantee:

$$(1 - \delta_+)^2 \nabla^2 \tilde{g}(y_+; t_+) \preceq \nabla^2 \tilde{g}_\delta(y_+; t_+) \preceq (1 - \delta_+)^{-2} \nabla^2 \tilde{g}(y_+; t_+), \quad (A.2.1)$$

where $\delta_+ < 1$ defined by (9.2.6).

b) Moreover, one has:

$$\left\| \nabla \tilde{g}_\delta(y; t) - \nabla \tilde{g}(y; t) \right\|_y^2 \leq \left\| \bar{x}_\delta - x^* \right\|_{x^*}. \quad (A.2.2)$$

c) If $\Delta < 1$ then $\bar{\lambda}_1 \leq \frac{\Delta + \bar{\lambda}}{1 - \bar{\lambda}}$.

**Proof.** Since $F$ is standard self-concordant, for any $x \in \text{dom}(F)$ and $z$ such that $\|z - x\|_x < 1$, it follows from [143, Theorem 4.1.6] that:

$$(1 - \|z - x\|_x)^2 \nabla^2 F(x) \preceq \nabla^2 F(z) \preceq (1 - \|z - x\|_x)^{-2} \nabla^2 F(x). \quad (A.2.3)$$

Since $\nabla^2 F(x)$ is symmetric positive definite, by applying [13, Proposition 8.6.6] to two matrices $(1 - \|z - x\|_x)^{-2} \nabla^2 F(x)$ and $\nabla^2 F(z)$, and then to two matrices $(1 - \|z - x\|_x)^2 \nabla^2 F(x)$ and $\nabla^2 F(z)$ we obtain:

$$(1 - \|z - x\|_x)^2 A \nabla^2 F(x)^{-1} A^T \preceq A \nabla^2 F(z)^{-1} A^T \preceq (1 - \|z - x\|_x)^{-2} A \nabla^2 F(x)^{-1} A^T. \quad (A.2.4)$$

Using again [13, Proposition 8.6.6] for (A.2.4) we get:

$$(1 - \|z - x\|_x)^2 A^T [A \nabla^2 F(x)^{-1} A^T]^{-1} A \preceq A^T [A \nabla^2 F(z)^{-1} A^T]^{-1} A \preceq (1 - \|z - x\|_x)^{-2} A^T [A \nabla^2 F(x)^{-1} A^T]^{-1} A. \quad (A.2.5)$$

Now, by using (9.1.2) and (9.1.3), we have $\nabla^2 \tilde{g}(y; t) = t^{-2} A \nabla^2 F(x^*)^{-1} A^T$. Alternatively, by using (9.2.3) and (9.2.4), we get $\nabla^2 \tilde{g}_\delta(y; t) = t^{-2} A \nabla^2 F(\bar{x}_\delta)^{-1} A^T$. Substituting these relations with $x = x^*$ and $z = \bar{x}_\delta$ into (A.2.4) and noting that $\delta_+ = \delta(\bar{x}_+, x^*_+)$ defined by (9.2.6), we obtain (A.2.1).

Next, we prove b). For any $x \in \text{dom}(F)$, we have $\nabla^2 F(x) \succ 0$. We show that the matrix $M(x) := \begin{bmatrix} A^T \nabla^2 F(x)^{-1} A^T \end{bmatrix}$ is symmetric positive semidefinite.
Indeed, for any \( z = (u, v) \in \mathbb{R}^n \times \mathbb{R}^m \), we have:

\[
z^T M(x) z = u^T \nabla^2 F(x) u + u^T A^T v + v^T A \nabla^2 F(x)^{-1} A^T v
\]

\[
= \left\| \nabla^2 F(x)^{1/2} u \right\|^2 + 2(\nabla^2 F(x)^{1/2} u)^T (\nabla^2 F(x)^{-1/2} A^T v)
\]

\[
+ \left\| \nabla^2 F(x)^{-1/2} A^T v \right\|^2
\]

\[
= \left\| \nabla^2 F(x)^{1/2} u + \nabla^2 F(x)^{-1/2} A^T v \right\|^2 \geq 0,
\]

which shows that \( M(x) \succeq 0 \). Since \( A \) has full-row rank, \( A \nabla^2 F(x)^{-1} A^T \succeq 0 \).

By applying Schur’s complement to \( M(x) \), see [13], we obtain:

\[ A^T [A \nabla^2 F(x)^{-1} A^T]^{-1} A \preceq \nabla^2 F(x). \] (A.2.6)

To prove (A.2.2) we note that \( \nabla g_\delta(y; t) - \nabla g(y; t) = A(\bar{x}_\delta - x^*) \). Thus \( \nabla \tilde{g}_\delta(y; t) - \nabla \tilde{g}(y; t) = \frac{1}{t} A(\bar{x}_\delta - x^*) \). This implies:

\[
\left\| \nabla \tilde{g}_\delta(y; t) - \nabla \tilde{g}(y; t) \right\|_y = t^{-2}(\bar{x}_\delta - x^*)^T A^T \nabla \tilde{g}(y; t)^{-1} A(\bar{x}_\delta - x^*)
\]

\[
\overset{(9.1.2),(9.1.3)}{=} (\bar{x}_\delta - x^*)^T A^T [A \nabla^2 F(x^*)^{-1} A^T]^{-1} A(\bar{x}_\delta - x^*)
\]

\[
\overset{(A.2.6)}{\leq} (\bar{x}_\delta - x^*)^T \nabla^2 F(x^*)(\bar{x}_\delta - x^*)
\]

\[
= \left\| \bar{x}_\delta - x^* \right\|_{x^*}^2,
\]

which is equivalent to (A.2.2).

Finally, we prove c). By using the definitions of \( \nabla \tilde{g}_\delta(\cdot; t_+) \) and \( \nabla^2 \tilde{g}_\delta(\cdot; t_+) \) in (9.2.3), of \( \tilde{g}_\delta(\cdot; t_+) \) in (9.2.4), for any feasible point \( \hat{x} \) of (SepCOP$_{\text{max}}$), it follows from the definition of \( \tilde{\lambda}_1 \) in (9.2.5) and \( \hat{A} \hat{x} = \hat{b} \) that:

\[
\tilde{\lambda}_1^2 = \left\| \nabla \tilde{g}_\delta(y; t_+)^* \right\|_y^2 \overset{(9.2.5)}{=} \nabla \tilde{g}_\delta(y; t_+) \nabla^2 \tilde{g}_\delta(y; t_+)^{-1} \nabla \tilde{g}_\delta(y; t_+)
\]

\[
\overset{(9.2.4)}{=} t_+^{-1} \nabla g_\delta(y; t_+) \nabla^2 g_\delta(y; t_+)^{-1} \nabla g_\delta(y; t_+)
\]

\[
\overset{(9.2.3)}{=} (\bar{x}_\delta_1 - \hat{x})^T A^T [A \nabla^2 F(\bar{x}_\delta_1)^{-1} A^T]^{-1} A(\bar{x}_\delta_1 - \hat{x}).
\]

Since \( \Delta = \left\| \bar{x}_\delta_1 - \bar{x}_\delta \right\|_{\bar{x}_\delta} < 1 \) by assumption, we can apply the right-hand side of (A.2.5) with \( x = \bar{x}_\delta \) and \( z = \bar{x}_\delta_1 \) to obtain:

\[
\tilde{\lambda}_1^2 \leq (1 - \Delta)^{-2}(\bar{x}_\delta_1 - \hat{x})^T A^T [A \nabla^2 F(\bar{x}_\delta)^{-1} A^T]^{-1} A(\bar{x}_\delta_1 - \hat{x}).
\] (A.2.8)
Now, for any symmetric positive semidefinite matrix $Q$ in $\mathbb{R}^{n \times n}$ and $u, v \in \mathbb{R}^n$, one can easily show that:

$$(u + v)^T Q (u + v) \leq [(u^T Qu)^{1/2} + (v^T Qv)^{1/2}]^2. \quad \text{(A.2.9)}$$

Since $H_{\bar{\delta}} := A^T [A \nabla^2 F(\bar{x}_{\bar{\delta}})^{-1} A^T]^{-1} A \succeq 0$, by applying (A.2.9) with $Q = H_{\bar{\delta}}$, $u = \bar{x}_{\bar{\delta}} - \bar{x}$ and $v = \bar{x} - \hat{x}$, we have:

$$\tilde{\lambda}_1^2 \leq (1 - \Delta)^{-2} \left\{ \left[ (\bar{x}_{\bar{\delta}} - \bar{x}_{\bar{\delta}})^T H_{\bar{\delta}} (\bar{x}_{\bar{\delta}} - \bar{x}_{\bar{\delta}}) \right]_{[1]} + \left[ (\bar{x} - \hat{x})^T H_{\bar{\delta}} (\bar{x} - \hat{x}) \right]_{[2]} \right\}^2. \quad \text{(A.2.10)}$$

Note that $H_{\bar{\delta}} \preceq \nabla^2 F(\bar{x}_{\bar{\delta}})$ due to (A.2.6). The first term $[,]_{[1]}$ in (A.2.10) satisfies:

$$[,]_{[1]} \leq (\bar{x}_{\bar{\delta}} - \bar{x}_{\bar{\delta}})^T \nabla^2 F(\bar{x}_{\bar{\delta}}) (\bar{x}_{\bar{\delta}} - \bar{x}_{\bar{\delta}}) = \Delta^2. \quad \text{(A.2.11)}$$

On the other hand, by substituting $\bar{x}_{\bar{\delta}}$ by $\bar{x}_{\bar{\delta}}$ into (A.2.7), we get:

$$\tilde{\lambda}^2 = (\bar{x} - \hat{x})^T A^T [A \nabla^2 F(\bar{x}_{\bar{\delta}})^{-1} A^T]^{-1} A (\bar{x} - \hat{x}) = (\bar{x} - \hat{x})^T H_{\bar{\delta}} (\bar{x} - \hat{x}). \quad \text{(A.2.12)}$$

Combining (A.2.10), (A.2.11) and (A.2.12), we obtain $\tilde{\lambda}_1 \leq \frac{\Delta + \lambda}{1 - \Delta}$ which is indeed the statement $c$.

**The proof of Lemma A.2.1.** Since $\delta + 2\Delta + \tilde{\lambda} < 1$, it implies that $\delta < 1$, $\Delta < 1/2$ and $\tilde{\lambda} < 1$. The proof of Lemma 9.2.2 is divided into several steps as follows.

**Step 1.** First, let $p := y_+ - y$, we prove the following inequality:

$$\tilde{\lambda}_+ \leq (1 - \delta_+)^{-1} \left\{ \delta_+ + (1 - \|p\|_y)^{-1} \left[ \delta_1 + \frac{2(\delta_1 - \delta_1^2)}{(1 - \delta_1)^2} \|p\|_y + \frac{\|p\|_y^2}{1 - \|p\|_y} \right] \right\}. \quad \text{(A.2.13)}$$

Indeed, it follows from (A.2.1) that:

$$\tilde{\lambda}_+ = \| \nabla g_{\delta}(y_+; t_+) \|^*_{y_+} = \left[ \nabla g_{\delta}(y_+; t_+) \nabla^2 g_{\delta}(y_+; t_+)^{-1} \nabla g_{\delta}(y_+; t_+) \right]^{1/2} \quad \text{(A.2.14)}$$

$$\leq (1 - \delta_+)^{-1} \left[ \nabla g_{\delta}(y_+; t_+) \nabla^2 g(y_+; t_+)^{-1} \nabla g_{\delta}(y_+; t_+) \right]^{1/2} \quad \text{(A.2.15)}$$

Furthermore, by using (A.2.2) we have:

$$\| \nabla g_{\delta}(y_+; t_+) \|^*_{y_+} \leq \| \nabla g(y_+; t_+) \|^*_{y_+} + \| \nabla g_{\delta}(y_+; t_+) - \nabla g(y_+; t_+) \|^*_{y_+} \leq \| \nabla g(y_+; t_+) \|^*_{y_+} + \delta_+. \quad \text{(A.2.15)}$$
Since $\tilde{g}(\cdot; t_+)$ is standard self-concordant due to Lemma 9.1.1, one has:

$$\|\nabla \tilde{g}(y_+; t_+)\|_{y_+}^* \leq (1 - \|y_+ - y\|_y)^{-1} \|\nabla \tilde{g}(y_+; t_+)\|_{y}^*$$

$$= (1 - \|p\|_y)^{-1} \|\nabla \tilde{g}(y_+; t_+)\|_{y}^*. \tag{A.2.16}$$

Plugging (A.2.16) and (A.2.15) into (A.2.14) we obtain:

$$\lambda_+ \leq (1 - \delta_+)^{-1} \left[ (1 - \|p\|_y)^{-1} \|\nabla \tilde{g}(y_+; t_+)\|_{y}^* + \delta_+ \right]. \tag{A.2.17}$$

On the other hand, from (9.2.12), we have:

$$\nabla \tilde{g}(y_+; t_+) \overset{(9.2.12)}{=} \nabla \tilde{g}(y_+; t_+) - \left[ \nabla \tilde{g}_\delta(y; t_+) + \nabla^2 \tilde{g}_\delta(y; t_+)(y_+ - y) \right]$$

$$= \left[ \nabla \tilde{g}(y; t_+) - \nabla \tilde{g}_\delta(y; t_+) \right]_{[1]}$$

$$+ \left\{ \nabla^2 \tilde{g}_\delta(y; t_+) - \nabla^2 \tilde{g}_\delta(y; t_+)(y_+ - y) \right\}_{[2]} \tag{A.2.18}$$

$$+ \left[ \nabla \tilde{g}(y_+; t_+) - \nabla \tilde{g}(y; t_+) - \nabla^2 \tilde{g}_\delta(y; t_+)(y_+ - y) \right]_{[3]}.$$

By substituting $t$ by $t_+$ in (A.2.2), we obtain an estimate for $[\cdot]_{[1]}$ of (A.2.18) as:

$$\|\nabla \tilde{g}(y; t_+) - \nabla \tilde{g}_\delta(y; t_+)\|_{y}^* \leq \|\bar{x}_{\delta_1} - x_1^*\|_{x_1} = \delta_1. \tag{A.2.19}$$

Next, we consider the second term $[\cdot]_{[2]}$ of (A.2.18). It follows from (A.2.1) that:

$$\left[ (1 - \delta_1)^2 - 1 \right] \nabla^2 \tilde{g}_\delta(y; t_+) \preceq \nabla^2 \tilde{g}_\delta(y; t_+) - \nabla^2 \tilde{g}_\delta(y; t_+)^{\gamma}$$

$$\preceq \left[ (1 - \delta_1)^{-2} - 1 \right] \nabla^2 \tilde{g}_\delta(y; t_+). \tag{A.2.20}$$

If we define $G := \left[ \nabla^2 \tilde{g}_\delta(y; t_+) - \nabla^2 \tilde{g}_\delta(y; t_+) \right]$ and $H := \nabla^2 \tilde{g}_\delta(y; t_+)^{-1/2}G\nabla^2 \tilde{g}_\delta(y; t_+)^{-1/2}$ then:

$$\|\nabla^2 \tilde{g}_\delta(y; t_+) - \nabla^2 \tilde{g}_\delta(y; t_+)(y_+ - y)\|_{y}^* = \|Gp\|_{y}^* \leq \|H\| \|p\|_{y}. \tag{A.2.21}$$

By virtue of (A.2.20) and the condition $\delta_1 < 1$, one has:

$$\|H\| \leq \max \left\{ 1 - (1 - \delta_1)^2, (1 - \delta_1)^{-2} - 1 \right\} = (1 - \delta_1)^{-2}(2\delta_1 - \delta_1^2).$$

Hence, (A.2.21) leads to:

$$\|\nabla^2 \tilde{g}_\delta(y; t_+) - \nabla^2 \tilde{g}_\delta(y; t_+)(y_+ - y)\|_{y}^* \leq (1 - \delta_1)^{-2}(2\delta_1 - \delta_1^2) \|p\|_{y}. \tag{A.2.22}$$
Furthermore, since \( \tilde{g}(\cdot; t) \) is standard self-concordant, similar to the proof of [143, Theorem 4.1.14], the third term \([\cdot]_{[\cdot]}\) of (A.2.18) is estimated as:

\[ \| \nabla \tilde{g}(y_+; t_+) - \nabla \tilde{g}(y; t_+) \|_{y_+}^* \leq (1 - \|p\|_y)^{-1} \|p\|_y^2. \]  

(A.2.23)

Now, we apply the triangle inequality \( \|a + b + c\|_y^* \leq \|a\|_y^* + \|b\|_y^* + \|c\|_y^* \) to (A.2.18) and then plugging (A.2.19), (A.2.22) and (A.2.23) into the resulting inequality to obtain:

\[ \| \nabla \tilde{g}_\delta(y_+; t_+) \|_{y_+}^* \leq \delta_1 + (1 - \delta_1)^{-2}(2\delta_1 - \delta_1^2) \|p\|_y + (1 - \|p\|_y)^{-1} \|p\|_y^2. \]

Finally, by substituting the last inequality into (A.2.17) we get (A.2.13).

**Step 2.** Next, we estimate (A.2.13) in terms of \( \bar{\lambda}_1 \) to obtain:

\[ \bar{\lambda}_+ \leq (1 - \delta_+)^{-1} \left[ \left( \frac{\bar{\lambda}_1}{1 - \delta_1 - \bar{\lambda}_1} \right)^2 + \frac{(2\delta_1 - \delta_1^2)(\bar{\lambda}_1)}{(1 - \delta_1)^2(1 - \delta_1 - \bar{\lambda}_1)} + (1 - \delta_1)\delta_1 + \delta_+ \right]. \]

(A.2.24)

Indeed, by using (A.2.4) with \( x = \tilde{x}_\delta \) and \( z = x_1^* \) and then (9.1.2) we have:

\[ (1 - \delta_1)^2 \nabla^2 \tilde{g}_\delta(y; t_+) \leq \nabla^2 \tilde{g}(y; t_+) \leq (1 - \delta_1)^{-2} \nabla^2 \tilde{g}_\delta(y, t_+). \]

These inequalities together with the definition of \( \| \cdot \|_y \) imply:

\[ (1 - \delta_1) \|p\|_y \leq \|p\|_y = \left[ p^T \nabla^2 g(y; t_+) p \right]^{1/2} \leq (1 - \delta_1)^{-1} \|p\|_y. \]

Moreover, since \( \|p\|_y = \|\nabla \tilde{g}_\delta(y; t_+)\|_{y_+}^* = \bar{\lambda}_1 \) due to (9.2.12), the last inequality is equivalent to:

\[ \|p\|_y \leq (1 - \delta_1)^{-1} \bar{\lambda}_1. \]  

(A.2.25)

Note that the right-hand side of (A.2.13) is nondecreasing w.r.t. \( \|p\|_y \) in \([0, 1]\). Substituting (A.2.25) into (A.2.13) we finally obtain (A.2.24).

**Step 3.** We further estimate (A.2.24) in terms of \( \Delta \) and \( \bar{\lambda} \). First, we can easily check that the right-hand side of (A.2.24) is nondecreasing w.r.t. \( \bar{\lambda}_1, \delta_1 \) and \( \delta_+ \). Now, by using the definitions of \( \Delta \) and \( \bar{\lambda} \), it follows from Lemma A.2.1 c) that:

\[ \bar{\lambda}_1 \leq (1 - \Delta)^{-1}(\bar{\lambda} + \Delta). \]

Since \( \delta_+ < 1 \) and \( \delta_1 + 2\Delta + \bar{\lambda} < 1 \), substituting this inequality into (A.2.24), we obtain

\[ \bar{\lambda}_+ \leq (1 - \delta_+)^{-1} \left[ \delta_+ + \left( \frac{\bar{\lambda} + \Delta}{1 - \delta_1 - 2\Delta - \bar{\lambda}} \right)^2 + \frac{(2\delta_1 - \delta_1^2)(\bar{\lambda} + \Delta)}{(1 - \delta_1 - 2\Delta - \bar{\lambda})} \right] + \delta_1(1 - \delta_1)(1 - \Delta) \]

\[ \frac{1}{1 - \delta_1 - 2\Delta - \bar{\lambda}}. \]  

(A.2.26)
The right-hand side of (A.2.26) is well-defined and nondecreasing w.r.t. all variables.

Step 4. Finally, we facilitate the right-hand side of (A.2.26) to obtain (9.2.15). Since \( \bar{\lambda} \geq 0 \), we have:

\[
(1 - \delta_1)(1 - \Delta) = [1 - \delta_1 - 2\Delta - \bar{\lambda}] + (\bar{\lambda} + \Delta) + \delta_1 \Delta \\
\leq [1 - \delta_1 - 2\Delta - \bar{\lambda}] + (1 + \delta_1)(\bar{\lambda} + \Delta).
\]

The last inequality implies:

\[
\frac{\delta_1 (1 - \delta_1)(1 - \Delta)}{1 - \delta_1 - 2\Delta - \bar{\lambda}} \leq \delta_1 + \delta_1 (1 + \delta_1) \left( \frac{\Delta + \bar{\lambda}}{1 - \delta_1 - 2\Delta - \bar{\lambda}} \right). \tag{A.2.27}
\]

Alternatively, since \( 0 \leq \delta_1 < 1 \), we have \( 1 + \delta_1 \leq \frac{1}{1 - \delta_1} \). Thus:

\[
(1 - \delta_1)^{-2}(2\delta_1 - \delta_1^2) + \delta_1 (1 + \delta_1) = \delta_1 \left[ (1 - \delta_1)^{-2} + (1 - \delta_1)^{-1} + (1 + \delta_1) \right] \\
\leq \delta_1 \left[ (1 - \delta_1)^{-2} + 2(1 - \delta_1)^{-1} \right].
\]

Substituting inequality (A.2.27) into (A.2.26) and then using the last inequality and \( \xi := \frac{\bar{\lambda} + \Delta}{1 - \delta_1 - 2\Delta - \bar{\lambda}} \), we obtain (9.2.15).

Step 5. The nondecrease of the right-hand side of (9.2.15) is obvious. The inequality (9.2.16) follows directly from (9.2.15) by noting that \( \bar{\lambda} \equiv \lambda \) and \( \bar{x} \equiv x^* \). 
\( \square \)
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